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ix

PROLOGUE

When Everything Is Recorded

As information itself becomes the largest business in the world, data 
banks know more about individual people than the people do them-
selves. The more the data banks record about each one of us, the less 
we exist.1

MARSHALL McLUHAN

IN 1949, MY FATHER, then a young man of twenty-three, took a job as a 
teacher in East Germany. When he arrived in his new town, he needed 
to find someone to share a room with. At the train station, he met a man 
who was also looking for a place to live. My dad thought it was his lucky 
day. But a few days after they moved into their home, his roommate went 
missing. My dad was baffled. As the days stretched on, he grew worried.

Not long afterward, as my dad was making breakfast one morning, 
there came a knock at the door. Perhaps his roommate had returned! 
However, when he answered, he was greeted by several unfamiliar men, 
who informed him that he had won an award for teaching. It was quite 
a special award, and had to be presented to him in person, and they were 
there to escort him to the hall where he would be honored. He met this 
invitation with skepticism: in the circumstances, it seemed odd that the 
men were so dour, and that they were all wearing identical trench coats. 
But he had no choice; he was immediately ushered into a waiting car. 
To his utter alarm, he discovered that the car doors could not be opened 
from the inside. He had been arrested by the Soviet occupying forces.

Based on the evidence that he spoke English, my father was charged 
with being an American spy. None of his family or friends knew where 
he was. He had disappeared from the face of the earth. He was thrown 
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x	 PROLOGUE

into solitary confinement in a prison run by the Soviet authorities, where 
he languished for six years. He never learned what got him arrested, nor 
what got him released.

There are real, life-threatening risks to sharing personal information, 
because data can be used against us. Indeed, contemplating that risk is 
quite sobering and scary to me, specifically because I have seen how data 
were collected and used against my father.

A decade after the collapse of East Germany, I requested to see what 
information the Ministry for State Security, also known as the Stasi, had 
collected about my father during and after his imprisonment. I wasn’t 
the only one curious to know what the Stasi had on my family: nearly 
3 million people have asked to see their own files, or those of relatives, 
since the fall of the Berlin Wall.2 Unfortunately, when the letter came 
from the commission in charge of sharing the Stasi’s files, it seemed that 
everything about my dad had been destroyed.

However, tucked into the envelope with the letter I discovered a pho-
tocopy of another Stasi file: my own. I was amazed. There was a Stasi 
file on me? I was just a kid, studying physics. Still, the security agents 
had started gathering information about me as early as 1979, when I 
was a teenager, and had last updated the file in 1987, the year after I had 
moved to the United States. All that was left of my record was the cover 
sheet; I’d never know what information the Stasi had collected, why they 
had collected it, or what, if anything, it had been used for.

Back in the days of the Stasi, it was tough to get information about 
“citizens of interest.” First, the data had to be gathered by following peo-
ple, taking photographs of them, intercepting their mail, interviewing 
their friends, installing microphones in their homes. Then the informa-
tion had to be analyzed, all by hand. There was so much to scrutinize 
that, at the time of the collapse of East Germany, 1 percent of the nation’s 
working population worked full-time for the secret police. But the Stasi 
needed even more resources than that to collect information.3 According 
to the Bundesregierung, East Germany eventually had about 200,000 
citizens gathering information for it.4

Data collectors today have it easy in comparison. Think about a few 
high-profile cases. Following many months of protest and court battles, 
privacy activists won a small but limited victory against the NSA’s drag-
net surveillance of phone records.5 Yet, few people dropped their mobile 
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phone service during the fight or afterward, when it became clear that 
the metadata of their calls might be scrutinized—by the NSA or others. 
Indeed, a California saleswoman claimed she was fired for uninstalling 
an app that tracked and shared her geolocation with her manager, both 
during work hours and outside of them.6 When news broke that Face-
book was studying how moods spread from person to person, it caused 
an uproar about whether the company was “manipulating” users’ feel-
ings.7 However, the actual use of Facebook barely changed, and Facebook 
continued to allow experiments to be run without prior consent of users, 
for the simple reason that experimentation is an essential component 
of online platform design. And in 2015, e-commerce giant Alibaba’s af-
filiate Ant Financial rolled out a pilot service in China, called Sesame 
Credit, which analyzes individual transactions to summarize a person’s 
creditworthiness—somewhat like having your Amazon purchase history 
reviewed to determine whether you qualify for credit.8 The score quickly 
got adopted in other areas, including as an optional but popular profile 
field on a dating site in China.9 There’s no groundswell for getting rid of 
mobile phones, email addresses, navigation apps, social media accounts, 
online retail, and other digital services. Life is just more convenient with 
these technologies.

The cover of my Stasi file
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xii	 PROLOGUE

The shock of discovering my Stasi file could have converted me into 
a zealot for privacy. Far from it. In fact, the Stasi’s files are nothing com-
pared to what I voluntarily share about myself each and every day.

Since 2006, I have published on my website every lecture and speech 
I will give and every flight I will take, down to my specific seat assign-
ment.10 I do this because I believe the real, tangible value we get from 
sharing data about ourselves outweighs the risks of doing so. The data 
create opportunities for discovery and optimization. What matters is that 
we find ways to ensure that the interests of those who use the data are 
aligned with our own.

How can we achieve this? By understanding what data are being 
shared—and will likely be shared in the near future—and how data com-
panies analyze and use our data. With all due respect to Marshall McLu-
han, the more the data companies record about each one of us, the more 
we exist, the more we can know about ourselves. The real issues are how to 
ensure that the data companies are as transparent to us as we are to them, 
and that we have some say in how our data are used. Data for the People 
explains how we can achieve both of these ends.
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INTRODUCTION

The Social Data Revolution
How Can We Ensure That Data Are for the People?

Every revolution was first a thought in one man’s mind; and when the 
same thought occurs to another man, it is the key to that era.1

RALPH WALDO EMERSON

AT 6:45 A.M., the alarm on my mobile phone wakes me up. Eager to start 
the day, I carry my phone to the kitchen while I scan through my email 
and Facebook notifications. My phone’s GPS receiver and wifi register 
the changes in location, logging my shift a few meters north and east. As 
I pour myself a cup of coffee and really start to get going, the phone’s ac-
celerometer tracks how quickly I walk and the barometer registers when 
I’m going up the stairs. Because I have Google apps installed on my 
phone, Google has a record of all these data.

After breakfast, I’m ready to make my way to Stanford University. 
The electricity company has put in a “smart” meter, which registers the 
decrease in electricity use as I turn off my lights and unplug my mobile 
devices. When I open the garage door, the meter detects the usage signa-
ture specific to it. Thus, as I pull my car out onto the street, my electricity 
provider has enough data to know I’m no longer at home. When my 
phone’s signal gets picked up by different cellular signal towers, so does 
my mobile phone carrier.

On the road, a camera installed on a street corner takes a photo of my 
license plate in case I speed through a red light. Thankfully, I’m on my 
best behavior today so I won’t be greeted with a ticket in the mail. But as 
I go on my way, my license plate is photographed again and again. Some 
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2	 DATA FOR THE PEOPLE

of those cameras belong to the local government, while some belong 
to private companies that are analyzing the data to identify patterns of  
mobility—which they sell to police departments, land developers, and 
other interested parties.

When I get to Stanford, I use the EasyPark app on my phone to pay 
the parking fee. The money is automatically debited from my bank ac-
count, and the university parking team is notified that I’m paid up, so 
both the school and my bank can see that I’m on campus starting at 9:03 
a.m. When my phone stops moving at a car’s pace, Google infers this 
is where I have parked and logs the location, so that I can look it up in 
case I forget later. It’s also time to check my Metromile insurance app, 
which has been recording data about my drive from the car’s on-board 
diagnostic system. I can see in an instant that my fuel efficiency was 
lower today—nineteen miles per gallon—and that I spent $2.05 on gas 
for my commute.

After my day at Stanford, I’m planning to meet up with a new friend 
back in San Francisco. We “virtually” met each other when we both  
commented on a post by a mutual friend on Facebook, and liked each 
other’s take on the topic. It turned out we had more than thirty Facebook 
friends in common, more than enough reason to meet up.

Google Maps predicts that I’ll get to my new friend’s place at 7:12 
p.m., and as usual the prediction is correct within a few minutes. As it 
happens, my friend lives above a store that sells tobacco products as well 
as various paraphernalia used for smoking marijuana. The GPS receiver 
on my smartphone doesn’t differentiate between the apartment and the 
store, however. As far as my carrier and Google are concerned, I’ve ended 
my day with a visit to the head shop—a fact revealed to me by the ads 
Google shows when I check the weather forecast before going to bed.

Welcome to the social data revolution.

Give to Get

Every day, more than a billion people create and share social data like 
these. Social data is information about you, such as your movements, 
behavior, and interests, as well as information about your relationships 
with other people, places, products, even ideologies.2 Some of these data 
are shared knowingly and willingly, as when you are signed in to Google 
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Maps and type in your destination; others less so, often without much 
thought, part and parcel of the convenience of using the internet and 
mobile devices. In some cases, it is clear that sharing data is a necessary 
condition for receiving services: Google can’t show you the best route to 
take if you don’t tell it where you are and where you want to go. In other 
cases, you might happily contribute information, as when you “like” a 
friend’s Facebook post or endorse a colleague’s work on LinkedIn simply 
because you want to reach out and support her in some way.

Social data can be highly accurate, pinpointing your location to within 
less than a meter, but social data are often sketchy, in the sense of being 
incomplete. For example, unless I sign in to an app that displays my 
smart meter’s readings (for instance, to be sure that I really did turn off 
all the lights in my house as I make my way to the airport), the electricity 
company knows when I am not at home, but nothing more than that. It’s 
a rough data point that may or may not be of much use to me. Similarly, 
as I was visiting my new friend in San Francisco, while my latitude and 
longitude were conveyed with precision, the inferences made about my 
activities that evening were utterly wrong. That’s even sketchier, in the 
sense that the data appeared quite exact but were very much an inter-
pretation. Sketchy data have a tendency to be incomplete, error-prone, 
and—occasionally—polluted by fraud.3

Altogether—passive and active, necessary and voluntary, precise and 
sketchy—the amount of social data is growing exponentially. Today, the 
time it takes for social data to double in quantity is eighteen months. In 
five years, the amount of social data will have increased by about a factor 
of 10, or an order of magnitude, and after ten years, it will increase by 
about a factor of 100. In other words, the amount of data we created over 
the course of the entire year 2000 is now created over the course of a day. 
At our current growth rate, in 2020 we’ll create that amount of data in 
less than an hour.

It’s essential to understand that “social data” isn’t merely some trendy 
buzzword for social media. Many social media platforms have been de-
signed for broadcasting. In the case of Twitter, communication is almost 
always moving in one direction, from a celebrity, authority, or marketer 
to the masses. Social data is far more democratic. You may share infor-
mation about yourself, your company, your accomplishments, and your 
opinions through Twitter or Facebook, but your digital traces are much 
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4	 DATA FOR THE PEOPLE

deeper and broader than that. Your searches on Google, your purchases 
on Amazon, your calls on Skype, the minute-by-minute location of your 
mobile phone—all these and many more sources come together to pro-
duce a unique portrait of you as an individual.

Further, social data doesn’t end with you. You create and share data 
about the strength of your relationships with family, friends, and col-
leagues through your communication patterns; you create data alongside 
friends and strangers alike—for instance, when reviewing a product or 
tagging a photo on Instagram. You verify your identity when you set up 
an account on Airbnb, the platform for renting a room or house, using 
your Facebook profile in addition to a government-issued ID. Social data 
are becoming embedded in homes with smart thermostats, in cars with 
navigational systems, and in workplaces with team-based software. Such 
data are beginning to feature in our classrooms and doctors’ offices. As 
mobile phones get loaded up with more sensors and apps, and new de-
vices start tracking your behavior at home, in the mall, and on the job, 
you’ll have less and less ability to control the data that describe your daily 
routine—as well as your deepest wishes. Data scientists become detec-
tives and artists, painting iteratively clearer sketches of human behavior 
from our digital traces.

These digital traces are examined and distilled to uncover our prefer-
ences, reveal trends, and make predictions, including about what you 
might buy. During my tenure as chief scientist of Amazon, I worked with 
Jeff Bezos to develop the company’s data strategy and customer-centric 
culture. We ran a series of experiments to see if customers were hap-
pier with their purchases when they were shown editor-written versus 
consumer-written product reviews, and whether recommendations based 
on traditional demographic profiling or individual clicks were more suc-
cessful. We saw the power of genuine communication over manufacturer-
sponsored promotions. The personalization tools we created for Amazon 
fundamentally changed how people decide what to purchase and became 
the standard in e-commerce.

Since leaving Amazon, I have taught courses on “The Social Data Rev-
olution” to thousands of students, from undergraduates and graduate 
students at Stanford and the University of California–Berkeley to Chi-
nese business students at Fudan University and China Europe Interna-
tional Business School in Shanghai and Tsinghua University in Beijing. 
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I also continue to run the Social Data Lab, a group of data scientists and 
thought leaders that I founded in 2011. Over the past decade, in my 
work with corporations ranging from Alibaba and AT&T to Walmart 
and UnitedHealthcare, and at major airlines, financial services firms, and 
dating sites, I have been an advocate for sharing the decision-making 
power of data with customers and users—regular people like you and me.

No single person can wade through all of the data available today in an 
effort to make what we used to call an “informed” decision about some 
aspect of life. But who will have access to the tools that are necessary for 
leveraging data in service to our problems and needs? Will the prefer-
ences, trends, and predictions extracted from data be available to only a 
few powerful organizations, or will they be available for anyone to use? 
What price will we have to pay to secure the dividends of our social data?

As we discover the value of social data, I believe we must focus not 
just on access but also on actions. We face some decisions many times 
each day, others just once in a lifetime. Indeed, the social data we create 
today have a long shelf life. The way we behave today may influence 
the choices we face in the decades to come. Few people have the ability 
to observe everything they do, or to analyze how their behavior might 
affect them, in the short or long term. Social data analysis will allow us 
to better identify the possibilities and probabilities, but the final choice 
must be deliberate.

One thing these technologies cannot do is decide what sort of future 
we want—as individuals or a society. The laws in place that protect in-
dividuals in many countries from discrimination in the workplace or 
health care may not exist tomorrow—and in some countries, they do not 
exist even today. Imagine that you opt to share that you’re worried about 
having high cholesterol with a health app or site in order to get advice 
about diet and exercise regimens. Could your worries be used against 
you in some way? What if the law made it permissible to charge you a 
higher rate for medical care if you refused to stop eating deep-fried food 
and slouching on the couch after you’ve been presented with a menu of 
your health risks and recommendations for healthier choices? What if a 
manager used a service to crawl the web for information about you, and 
then, based on what he learned, decided that your lifestyle isn’t a good 
match for a job at his company and he won’t consider your application? 
These are real risks.

9780465044696-text.indd   5 11/18/16   1:21 PM



6	 DATA FOR THE PEOPLE

If the sole person creating and sharing data about you was yourself, 
you might be able to withhold information that you thought might be 
risky. It would cost you a lot of convenience, but it could be possible. 
However, we do not live in such a world. You have no control over much 
of the data about you. This fact will become more palpable as social data 
are utilized by businesses and governments to improve effectiveness and 
efficiency.

Because social data are so democratic, the questions about how best 
to handle it touch each and every one of us. Technology is moving fast, 
and the companies that collect and analyze our data are primarily in the 
business of creating and coding information, not creating and codifying 
principles. Many of those questions are being considered on an ad hoc 
basis, if they’re being considered at all. We should not leave decisions 
about principles that will deeply influence our future in the hands of the 
data companies.

We can agree to have all of these data collected, combined, aggregated, 
and analyzed so that we are in a better position to understand the trade-
offs in decision-making. Human judgment is crucial to evaluating the 
trade-offs intrinsic to any important decision. Our lives should not be 
driven by data. They should be empowered by data.

Principles for the Post-Privacy Age

As we’ve come to appreciate the increasing role of data in life, there have 
been several efforts to safeguard citizens’ interests. In the 1970s, the 
United States and Europe adopted broadly similar principles for the fair 
use of information. Individuals were told they had a right to know who 
collected what data about them, and how these data were being used. 
They could also correct data about themselves that were inaccurate.4 
These protections are perversely both too strong and too weak for the 
world of new data sources and analytics that is being built today.

They’re too strong because they assume it’s possible to keep tabs on 
all the data collected about you. Amazon might be able to explain in 
accessible terms exactly how the data the company collects about you are 
used. It might even be able to do so in a way that helps you make better 
decisions. But reviewing all this information would require investing a 
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lot of time. How many of us would take the time to trawl through all the 
relevant data? Would it be useful to you to see how Amazon weighs each 
data point, or would you prefer to get a summary?5

At the same time, these protections are too weak, because even if you 
could check every bit of data you have created and shared about your-
self, you will not get a full picture of the data about you, which includes 
data created and shared by others, such as your family, friends, colleagues, 
and employers. The businesses you visit online, as well as most of those 
you visit in the physical world, also create (and sometimes share) data. 
That goes for strangers on the street and a number of other organizations, 
public and private, with which you interact. Who decides whether these 
data are accurate or inaccurate? Because data today come from so many 
perspectives, having the right to correct data about yourself doesn’t reach 
nearly far enough. Finally, even accurate data can be used against you.

With the massive quantitative and qualitative shifts in data creation, 
communication, and processing, the right to know and the right to cor-
rect are clearly insufficient. Thus far, the attempts to update these guide-
lines have focused almost entirely on maintaining individual control and 
privacy.6 Unfortunately, this approach is borne out of ideals and experi-
ences that are technologically a century out of date. Standards of control 
and privacy also force individuals to enter an unfair contract with data 
companies. If you want your decision-making to be improved by data, 
you usually have to agree to having your data collected on the data col-
lector’s terms. Once you’ve done that, the data company has satisfied 
the legal requirement to give you individual “control,” regardless of how 
much choice you really had or the effects on your privacy. If you want 
to maintain personal privacy, you can instead withhold your consent to 
data collection and forfeit your access to relevant data products and ser-
vices, reducing the value you get from your data. Enjoy your individual 
control then.

Today, what we need are standards that allow us to assess the risks and 
rewards of sharing and combining data, and provide a means for holding 
companies accountable. After two decades working with data companies, 
I believe the principles of transparency and agency hold the most prom-
ise for protecting us from the misuse of social data while increasing the 
value that we are able to reap from them.
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8	 DATA FOR THE PEOPLE

Transparency encompasses the right of individuals to know about their 
data: what it is, where it goes, and how it contributes to the result the 
user gets. Is the company observing you from the “dark” side of a one-
way mirror, or does it also give you a window with a view to what it does 
with your data, so that you can judge whether (and when) the company’s 
interests are aligned with your own?7 How much data about yourself do 
you have to share to receive a data product or service that you want? His-
torically, there has been a strong information asymmetry between insti-
tutions and individuals, with institutions having the advantage. Not only 
do institutions have more capacity to collect data about you, they can 
interpret your data in comparison to others’ data. The balance between 
what you give and what you get needs to be clear to you.

Consider how transparency is designed into the shopping experience 
at Amazon compared to the traditional relationship between custom-
ers and retailers. When you are about to buy an item, should a retailer 
remind you that you already bought it, potentially losing a sale in the 
process? At Amazon, if you try to buy a book you’ve already bought from 
the site, you’re greeted with the query “Are you sure? You bought this 
item already, on December 17, 2013.” If you buy a track from an album 
of music and then decide to buy the rest of it, Amazon will “complete the 
purchase,” automatically deducting the amount you have already spent 
on the track from the current price for the album. Amazon surfaces and 
uses data about your purchasing history in these ways because the com-
pany wants to minimize customer regret. Likewise, many airline frequent 
flyer programs now send you a reminder that your miles are about to 
expire rather than letting them quietly disappear from the company’s 
books.

Unfortunately, transparency is far from the norm. Consider the far-
too-typical experience of calling your favorite customer service center. At 
the start of the call, you’ll inevitably receive the warning: “This call may 
be recorded for quality assurance purposes.” You’ve got no choice: you 
must accept the company’s conditions if you want to talk to a represen-
tative. Okay, but why is that recording accessible only to the business? 
What, really, does “quality assurance purposes” mean when only one side 
of the conversation is assured access to the record of what was agreed? The 
principle of data symmetry would also give you, the paying customer, 
access to the recording.
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Whenever I hear that my call might be recorded, I announce to the 
customer service rep that I might also record the call for quality assurance 
purposes. Most of the time, the rep plays along. Occasionally, however, 
the rep hangs up. Of course, I could record the call without asking for the 
rep’s permission—which, I should note, is against the law in some places. 
Then, if I don’t get the service I was promised, I could appeal to a man-
ager with my evidence in hand. If that still didn’t work, I could upload 
the audio file in the hopes that it might go viral and the company feels 
pressured to fix things quickly—as Comcast did when a customer tried 
to cancel services but was rebuffed again and again, finally succeeding 
after his recording started trending on Twitter.8

You shouldn’t have to break the law to level the playing field in this 
way. To make transparency the new default, you need more information 
to be public, not less.

But transparency isn’t enough; you also need agency.9 Agency encom-
passes the right of individuals to act upon their data. How easy is it for 
you to identify the data company’s “default” settings, and are you allowed 
to alter them for whatever reason you like? Are you able to act upon the 
data company’s outputs in any way you choose, or are you gently nudged 
(or forcefully pushed!) toward only some options—mostly the options 
that are best for the company? Can you play with the parameters and ex-
plore different scenarios to show a smaller or bigger range of possibilities? 
Agency is an individual’s power to make free choices based on the prefer-
ences and patterns detected by data companies. This includes the ability 
to ask data companies to provide information to you on your own terms.

On a fundamental level, agency involves giving people the ability to 
create data that are useful to them. Amazon wholeheartedly embraced 
uncensored customer reviews. It didn’t matter to the company if the re-
views were good or bad, five stars or one, written out of a desire to gain 
approval from others or to achieve a lifelong dream of becoming a book 
critic. What mattered was their relevance to other customers who were 
trying to figure out what to purchase. Reviews revealed whether a cus-
tomer regretted a purchase even though she did not return the item for 
a refund. These data helped customers decide if a recommended product 
was the best choice for them. Amazon gave customers more agency.

Many marketers talk about targeting, segmentation, and conversion. 
I don’t know about you, but I don’t want to be targeted, segmented, 
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10	 DATA FOR THE PEOPLE

converted, or sliced and diced. These aren’t expressions of agency. We 
can’t assume that the leaders of every company will, on their own, em-
brace the principles of transparency and agency. We must also go beyond 
these principles: we need delineated rights that help to spell out how to 
translate transparency and agency into tangible, hands-on tools.

If we can get data companies to agree to a set of meaningful rights and 
tools, it will lead to what I call “sign flips”—reversals in the traditional 
relationships between individuals and institutions. Amazon’s decision to 
let customers write most of the content about products is a sign flip, and 
the social data revolution will provide many more similar opportunities. 
As individuals gain more tools to help them make better decisions for 
themselves, old-fashioned marketing and manipulation are becoming 
less effective. Gone is the day when a company could tell a powerless cus-
tomer what to buy. Soon, you will get to tell the company what to make 
for you. In some places, you already can.

Sign flips are an important element in how physicists see the world. 
They are often associated with phase transitions, where a change in an 
external condition results in an abrupt alteration in the properties of 
matter—water changing from a liquid into a gas when it is heated to 
the boiling point. The effect on society of the increasing amount of data 
can be compared to the increasing amount of heat on a physical system. 
Under certain conditions—when data companies provide transparency 
and agency for users—a sign flip will take place that favors the individual 
over the institution; that is, it will benefit you, not the company, or the 
company’s chief marketing officer.

We the people all have a stake in the social data revolution. And if you 
want to benefit from social data, you must share information about your-
self. Period. The value you reap from socializing data often comes in the 
form of better decision-making ability, when negotiating deals, buying 
products and services, getting a loan, finding a job, obtaining education 
and health care, and improving your community. The price you pay and 
the risks you take in sharing data must at least be offset by the benefits 
you receive. Transparency about what data companies are learning and 
doing is essential. So, too, is your ability to have some control over data 
products and services. Otherwise, how could you possibly judge what 
you give against what you get?
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Balancing the Power

Information is at the center of power. Those who have more information 
than others almost always stand to benefit, like the proverbial used-car 
salesman who pushes a lemon on an unwitting customer. As communi-
cation and processing have become cheap and ubiquitous, there’s a lot 
more data—and a lot more risk of substantial information imbalances, 
since no individual can get a handle on all the data out there.

Much of the data being created and shared is about our personal lives: 
where we live, where we work, where we go; who we love, who we don’t, 
and who we spend our time with; what we ate for lunch, how much we 
exercise, and which medicines we take; what appliances we use in our 
homes and which issues animate our emotions. Our lives are transparent 
to the data companies, which collect and analyze our data, sometimes 
engaging in data trafficking and too often holding data hostage for use 
solely on their terms. We need to have some say in how our data are 
changed, bartered, and sold, and set more of the terms on the use of our 
data. Both sides—data creator and data company—must have transpar-
ency and agency.

This will require a fundamental shift in how we think about our data 
and ourselves. In the first chapter, I explain several of the ways data 
companies analyze data, adopting the metaphor of the refining process, 
whereby the companies transform raw data into products and services. 
Then, in Chapter 2, I turn to individuals and their attributes, and how 
the cumulative digital traces of our lives—our searches, clicks, views, 
taps, and swipes—are destroying any illusion of privacy, creating new 
concepts of identity, and indicating honest signals of interest, whether we 
want them to or not. Next, in Chapter 3, I shift the focus from the indi-
vidual to the connections between individuals, and how social networks 
reveal and reshape trust in the digital age. I then in Chapter 4 look at 
how our context is being recorded at finer and finer resolution, as sensors 
of all types—not just cameras—are networked, and the data they collect 
are analyzed to infer our location, emotional state, and level of attention.

With this foundation, I lay out the six rights that I feel are essential to 
ensuring that future data of the people and by the people will be data for 
the people. Two of these rights—the right to access data and the right to 
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inspect the data companies—are committed to the cause of increasing 
transparency. The remaining four rights are focused on giving us more 
agency, through the right to amend data, the right to blur data, the right 
to experiment with data, and the right to port data to other companies. 
Applying these rights to our data and their use will have consequences for 
how we buy, how we pay and invest, how we work, how we live, how we 
learn, and how we manage public resources, as we will see in the closing 
chapter on turning these six rights into realities.

We are poised at a hinge moment, when the relationship between the 
people who create data and the organizations that create products and 
services from that data is being redefined. We are not playing the old 
game better, faster, and cheaper; we are playing a qualitatively new game, 
with new rules, which will require us to also redefine the relationship 
between customers and retailers, investors and banks, employees and 
employers, patients and doctors, students and teachers, and citizens and 
governments. It’s time to take a stand and truly understand the use of 
data, so that we can realize the benefits and monitor the consequences. 
Then we can assess whether our interests are aligned with the data com-
panies. As with most new technologies, it’s not the machine that changes 
everything. The revolution will arrive as people use the machine, adjust 
their expectations, and change their social norms in response. 

Data of the people and by the people can be for the people—if we rise 
to the challenge. I invite you to join the revolution.
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BECOMING DATA LITERATE

Essential Tools for the Digital Citizen
How Do Data Refineries Work—And What Is Your  
Data Worth to Them?

In the 18th century a person able to read aloud familiar passages 
from the Bible or a catechism would be counted as literate; today 
someone who could read no more than that would be classified as 
functionally illiterate—unable to read materials considered essential 
for economic survival.1

GEORGE MILLER

“DATA FOR THE PEOPLE” is not some empty slogan. Every day we are 
presented with data products and services in the form of rankings and 
recommendations based on social data. The traditional “Mad Men” of 
marketing have been replaced by data scientists running algorithms on 
the multitudinous digital traces that a billion people leave behind every 
day. Even more important than the exponential growth in our data set is 
the change in our mindset. To be full participants in the social data revo-
lution, we must shed the old mindset of passive “consumers,” who take in 
whatever is placed before us, and embrace a new mindset, that of active 
co-creators of social data. The balance of power is shifting between sellers 
and buyers, bankers and borrowers, employers and employees, doctors 
and patients, and teachers and students. This is how data of the people 
and by the people can and will become data for the people.

In fact, the demand to ensure data for the people couldn’t be more 
important. The most important raw material of the twenty-first century 
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is data. Data are the new oil.2 This analogy is illuminating in several ways. 
For more than a century, our economy and society have been largely 
shaped by the discovery of oil and the development of techniques for 
extracting, transporting, storing, and refining it to create products used 
by everybody on the planet. Today, the capacity to transform raw data 
into products and services is transforming our lives in ways that will rival 
the industrial revolution.

Crude oil cannot be used in its raw form. It has to be refined into gaso-
line, plastics, and many other chemical products. Refined oil, in turn, has 
fueled the machines of the industrial age and played a role in the man-
ufacture of most of the modern economy’s physical products. Similarly, 
raw data are pretty useless on their own. The value of data is created by 
refineries that aggregate, analyze, compare, filter, and distribute new data 
products and services. Instead of powering the apparatus of the industrial 
revolution, refined data powers the apparatus of the social data revolution.

Happily, data are very different from oil in fundamental ways. The 
amount of oil in the world is finite, and the less of this resource that re-
mains, the more the cost of exploiting it goes up. In contrast, the amount 
of data created is increasing, while the cost of the technology required for 
communication and processing is decreasing. By the end of 2015, more 
than 50 percent of adults owned a smartphone.3 The average American 
spends about two hours each day on a mobile phone.4 It’s estimated that 
we touch our phones between two hundred and three hundred times a 
day—for most of us, that’s more often than we touch our partners in a 
month.5 And each time we use our phones, we create data. In contrast to 
oil, we will never run out of data.

Our use of oil is constrained by the fact that it is scarce and physical; 
our use of data has to take into account that data are now abundant and 
digital. Only one entity at a time can have the right to use a particular 
stock of crude oil or a product refined from it, while many can simulta-
neously access the same pool of data and create many different products 
from it. Our laws and social norms are based on the idea that goods are 
in short supply. For instance, in the absence of abundant data, we created 
insurance—a way to protect ourselves against the costs and consequences 
of terrible events occurring in our lives. Because it was impossible to 
know a specific person’s chances of being burgled or contracting diabetes, 
insurers grouped people together, pooling the risk and charging everyone 
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in the pool an average rate for coverage. As more and more data are pro-
duced, we will be able to make predictions about risk on an individual 
level—and get charged individually, too. We can close our eyes and pre-
tend the data do not exist, or we can acknowledge that they do and think 
about how this should change the way we go about our lives. What sort 
of world do we want to create with this new resource?

New technologies can be empowering when we have the tools to uti-
lize them. Before the printing press was invented by Gutenberg, books 
were in short supply and sharing news with far-flung audiences was ex-
pensive. The majority of the population gained no benefit from spending 
long hours learning how to read. Before the web was invented, George 
Miller, then a professor of psychology at Princeton, wrote about mod-
ern standards of literacy. He was worried that too many students were 
leaving school without the level of advanced reading, mathematical, and 
scientific literacy necessary to get a job in an economy dominated by the 
“knowledge industry.”6 Now I believe there is another, just as pressing, 
need for a new kind of literacy: data literacy—skills like understanding 
how data refineries work, learning what parameters can and cannot be 
changed, interpreting errors and understanding uncertainty, and recog-
nizing the possible consequences of sharing our social data. Such literacy 
is necessary for a world in which most of our decisions will be guided by 
the recommendations and analyses of data refineries. 

The Data-Refining Process

It is not surprising that one of the first significant data refineries, Am-
azon, is in the retail sector. To succeed as a retailer, you have to know 
which products to stock for your likely customers, which entails keeping 
track of data about inventory, prices, advertising, and customers’ buying 
habits.

Two hundred years ago, the bulk of the data a shopkeeper had was 
the inventory on the shelf and the money in the till, recorded at the end 
of each day in a paper ledger with a fountain pen. For similar products 
available at similar prices, the customer had to decide what to buy based 
on information about the credibility of the product’s promises, the attrac-
tiveness of the product’s packaging, and the say-so of his neighbors, fam-
ily, and friends. About 150 years ago, a few companies—most notably, 
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Montgomery Ward and the Sears & Roebuck Company—delighted cus-
tomers in small towns across America by publishing mail-order catalogs 
with more than ten thousand products listed in them. These innovative 
companies knew which items a particular customer ordered and where he 
wanted them shipped, and they could see which products sold in which 
region. One hundred years ago, the catalog companies opened physical 
showrooms and stores, relying on an army of analysts to rake through 
past sales data and predict future consumer demand, in order to stock 
products cost-effectively.7 Fifty years ago, the retail landscape changed 
again. The mail-order companies and their storefront businesses could 
more easily characterize American customers by using the newly intro-
duced ZIP-code system for addresses.8 Over the next couple decades, 
companies gleaned detailed demographic information about people liv-
ing in these geographic units. The adoption of credit cards in the United 
States starting in the mid-1960s simultaneously provided a method for 
efficiently collecting transaction data for individual customers. That was 
as personalized as data got, pre-web: where you lived and how much you 
spent where.

Data broker Acxiom, which was founded in 1969, and others sliced 
and diced household data, lumping individuals into consumer segments 
such as “Apple Pie Families,” “Blue Blood Estates,” “Shotguns and Pick-
ups,” and “Suburban Soccer Moms,” among several dozen other labels.9 
These labels—some of them even worse in their stereotyping—were de-
veloped when data brokers only had information from public records 
and mailing-list purchases.10 Brokers could look up the property assess-
ments for homes in a ZIP code and learn which had a swimming pool. 
“Segmentation marketing” was a godsend in the days when data about 
consumers were scarce. By the turn of the millennium, Acxiom’s annual 
revenues had grown to about $1 billion.11

It was natural for data brokers to explore opportunities for extend-
ing their segmentation analysis to online retail. A year before I joined 
Amazon, I was invited to work with a team at Acxiom on how they 
might add a digital component to their ZIP-code and household-based 
data. The big issue for Acxiom’s managers was figuring out how to attach 
the right email addresses to an existing household record. While Acxiom 
was contemplating one small step—adding one new data field to its da-
tabase—Amazon and others were about to make one giant leap—into 
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the abundance of social data. I vividly remember trying to explain to 
Acxiom’s managers that online data—this was six years before the first 
iPhone—meant that companies would soon be in a position to know far 
more than the demographic profile of a household. Retailers would gain 
the capacity to track every search query, click, and purchase, to capture 
every abandoned “shopping cart.” With these data at their disposal, com-
panies could really start to market their products and services to individ-
ual customers—that is, to a segment size of one.12

Amazon is sometimes called the “Everything Store,” for its mission to 
stock everything, but it could also, more profoundly, be described as the 
first “Save Everything Store,” in light of its dedication to storing every 
bit of data about its customers and products.13 Given that Amazon offers 
hundreds of millions of products, it can’t show you every product it car-
ries. The scale of digital inventory makes it impossible to browse page by 
page through the entire company catalog. And if you don’t tell Amazon 
what you’re looking for, there’s no way the company can tell you about 
the products it can deliver that might be a match for you. You have to 
give data to get a ranked list of search results. You no longer have the 
option of keeping your interests to yourself until the moment you reach 
the checkout.

When I arrived at Amazon in 2002, one of our goals was to move 
beyond analyses at the level of ZIP code and make full use of every in-
teraction our customers had with the site. My team and I identified five 
hundred personal attributes for each user, starting from a number of 
questions. For instance, did the distance between the shipping address 
and the nearest bookstore or mall make a difference to how often the 
customer shopped at Amazon or how much he spent? Did a customer’s 
choice of credit card predict anything about her future buying patterns? 
Was a customer who shopped in two or more categories worth more in 
sales each year to Amazon than someone who only ever bought books? 
Does a customer order different things during the day versus in the eve-
ning? Our analyses informed many of the company’s decisions, such as 
whether to spend a dollar on marketing or a dollar on price reductions.

Our analyses also helped determine what to show customers as they 
decided what to buy. We discovered that a customer’s purchase history of-
ten was less predictive of a product’s likelihood of getting bought than the 
product’s relationship to other products. There are different relationships 

9780465044696-text.indd   17 11/18/16   1:21 PM



18	 DATA FOR THE PEOPLE

between items, and the relationships can be computed in various ways. 
Similar products could be inferred by comparing product specifications 
or analyzing the overlap in the words that appear in product descriptions, 
but the most important data for recommendations were how often two 
products were purchased or viewed together. If there was a pattern of 
customers buying two items together, those products were mapped as 
complements. If there was a pattern of customers clicking on two similar 
items in the same shopping session, the products were mapped as pos-
sible substitutes. When customers looked at an item, the queries, clicks, 
and purchases of previous customers were combined and analyzed to 
suggest substitutes (“What other items do customers buy after viewing 
this item?”) and complements (“Customers who bought this item also 
bought”). Just as helpful, however, was the distillation of these user data 
into a summary of the decision-making process, by sharing the percent-
age of people who clicked on a product and eventually purchased it (or 
a substitute).

Thus Amazon developed its recommendation system on aggregated 
clicks and purchasing data. It also built a platform through which third 
parties could sell products on the site, offering space in its warehouse for 
these companies’ products, which expanded the universe of data available 
for analysis. Rather than creating tens of customer segments—the typical 
“Suburban Soccer Moms” and “Shotguns and Pickups” of mail-order 
catalogs—Amazon could cater to a segment size of “one-tenth,” reflect-
ing the changing needs and interests of each person.14

Saving data was not revolutionary, in and of itself. What set Amazon 
apart was its commitment to refining data in ways that help customers 
decide what to buy based on their own interests, preferences, and cur-
rent situation. But too much personalization can scare off customers. 
New York Times reporter Charles Duhigg gave the wonderful example of 
a young woman whose purchases triggered Target’s algorithms to start 
sending her promotions for maternity products. Her father was outraged. 
However, a few days later his daughter told him that she was pregnant. 
Target’s algorithms had been correct.15

Amazon changed marketing by using all the data its customers created 
in their interactions with the site. It also gave customers the ability to 
create data in the form of product reviews. This experiment turned tra-
ditional marketing, with its emphasis on controlling brand and product 
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communication, on its head. Customers were eager to share their ex-
periences with other customers, and often trusted the reviews of other 
customers more than the descriptions provided by product manufactur-
ers, marketers, and sellers. If many people gave an item a low rating, it 
didn’t matter if an expert or staff member loved it. Allowing customers 
to publish reviews also provided far more coverage of everything for sale 
in the Everything Store, and it gave customers a chance to scan a range 
of opinions, not simply one person’s. Eventually, Amazon got rid of its 
editorial staff and allocated its resources to developing algorithms for dis-
playing the most useful customer reviews at the top of a product’s page. 
A dollar spent on technology and data improved the shopping experience 
for customers more than a dollar spent on curation.

Amazon’s data refinery has changed how a billion people shop. In 2015, 
nearly half of online retail purchases in the United States started with a 
search at Amazon.16

Just as we don’t need to understand every intricacy of an internal com-
bustion engine to drive a car, we don’t need to understand every intricacy 
of Amazon’s algorithms to find a product that matches our interests and 
needs. It’s more important that we understand the basic mechanisms for 
how the machine works and establish rules for safely operating it. As we 
create and share data from more sources and sensors, either we can stand 
by and let others decide the terms of use—scrolling through twenty-plus 
pages after which we blithely click the accept button—or we can choose 
to help establish new norms of interaction. We can treat social data re-
fineries as mysterious “black boxes,” or we can become data literate and 
demand meaningful ways to influence the refineries so that the value we 
get from them is worth what we give to them.

What’s Your Data Worth?

We already rely on social data in making many everyday decisions, as 
when we decide which product to buy on Amazon or where to go for 
dinner and how to get there. As social data are created in more areas of 
our lives, we will increasingly depend on data refineries to help us make 
some of the biggest decisions in life, including who we pick as a romantic 
partner, where and how we work, what medications we take, and how 
and what we study.
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In many cases, the true meaning of the data we create emerges only 
when we’re comparing our data to the data created by others. With the 
amount of social data available to the refineries increasing exponentially, 
we can now hope to get answers to many questions that we’d never before 
expected could be answered. We may even be inspired to ask fruitful new 
questions we’ve never before thought to ask.

Algorithms find patterns that humans cannot see without computers. 
Such patterns can help guide our decisions. The value of sharing data 
with a refinery is defined by how useful its outputs are for our decision- 
making, whether we’re negotiating deals, buying products and services, 
applying for a loan, looking for a job, obtaining health care and edu-
cation for ourselves and our families, and improving our community’s 
safety and public services. 

Thinking about how the outputs of a data company benefit us is a sig-
nificant shift from the customary debate over how, when, and why com-
panies and governments collect our “digital exhaust”—that is, the data 
we create day in and day out. Some argue that too much data is being 
collected, and that the best option for individuals is to share less about 
themselves—or to demand payment for the data they create and share. 
Our focus on the inputs misses the potential benefits. I think we should 
demand something far more valuable than a little financial handout in 
return for our raw data: we should be asking for a seat at the controls of 
the refineries—for the chance to influence the outputs on terms that are 
fair and understandable to us.

First, let’s consider the difference in value between raw and refined 
data. If I enter “Andreas Weigend” into the Google search box, Google 
reports that there are “about 122,000” pages with the words “Andreas” 
and “Weigend” on them. There is no way for anyone to sift through all 
those pages manually: at the rate of one page every five seconds, a phe-
nomenally fast click-and-review rate, it would take a full week for some-
body to get through them, which is completely infeasible. So that leaves 
us reliant on the order in which Google ranks the pages for us. Google 
could list the most recent mention first. That might be ideal if I’m inter-
ested in the most recent news about myself, but not if I’m looking for 
the video of a class I taught a few years ago. Another option would be 
to count the number of times my name appears on a page and list the 
pages in that order, with the most mentions being the most relevant. 
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That might be somewhat helpful if I’m sorting articles and want to find 
the one in which I’m quoted the most. But think about how this type 
of ranking would help if, instead of looking up my name, I were search-
ing for a “cheap iPad”—about 350,000 results. The click-bait specialists 
would load up pages with popular search terms (as many of them still do) 
and I’d be stuck wading through result after result trying to find a link to 
a page that was actually useful.

To improve its search result rankings, Google looks at more than the 
words on a page, assessing a page’s usefulness from multiple data sources. 
Google’s engineers started by ranking the relevance of pages based on 
the number of other pages that pointed to them. These incoming links 
provided a measure of people’s attention. As people discovered the im-
portance of incoming links in determining a page’s rank in search re-
sults, the field of “search engine optimization”—including disreputable 
link farms—was born. Google’s algorithms had to adapt, learning how 
to detect which incoming links were created by honestly interested in-
dividuals and which were created on behalf of a page’s owner. Now, in 
addition to the link structure of the web, Google has nearly two decades 
of data on which pages people visit in response to a search query, as well 
as dwell times (how long they stay on the page before navigating back to 
the list of search results and clicking on another link). A page is moved 
down in Google’s relevance rankings when many visitors click on it but, 
after a cursory glance—what is called a “short click”—they swiftly defect 
in search of something better. However, high Google page rank doesn’t 
guarantee that the information on a page is correct; it simply indicates 
the amount of attention people have given it.

How many searches are conducted on Google each day? How many 
photos are posted on Facebook? One of the basic skills of being data 
literate is learning what data are plausible, implausible, or impossible. 
Exact numbers are not important; being data literate means being able 
to see whether something makes general sense—or could be an order-
of-magnitude mistake. Physicists often argue in terms of orders of mag-
nitude, or factors of 10, when making these kinds of assessments. They 
would say the order of magnitude of people using Google and Facebook 
is 1 billion, since it is certainly more than 100 million and less than 10 
billion.17 They would then assume that the average number of searches 
for a typical user is on the order of 10 per day, since it is certainly more 
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than 1 and less than 100, and the number of Facebook photo posts is 1 
per day, since it is certainly more than 1 a month and less than 10 a day. 
This gives us an order-of-magnitude estimate of 10 billion Google searches 
and 1 billion Facebook photo posts every day, for just two common social 
data activities.18

When you acknowledge that there are billions and billions more points 
of social data being created every day, you can begin to see why your 
stream of raw data isn’t particularly valuable, in a monetary sense. This is 
very different from the sentimental value your personal data might hold 
for you. That adorable photo of your dog that you posted on Facebook 
is probably of interest to no more than one hundred people, or 0.00001 
percent of the site’s users. It is only through the aggregation and analysis 
of data from millions of people that correlations and patterns that are 
useful can be found. Subtract one person’s data and the refineries can 
still arrive at the same conclusions from everything that’s left. The indi-
vidual misses out completely, while the refineries miss out on essentially 
nothing—the input of one person among a billion.

What’s more, data inputs aren’t always as discrete as a Facebook photo 
post. A single data point may be like a pebble, or even a grain of sand, 
dropped into the ocean—hard to find but distinct. Or it may be like a 
drop of ink, which gets diffused throughout the water on a microscopic 
level until its molecules are so homogeneously distributed that the ink 
is no longer separable. Data literacy also involves knowing when your 
data can be deleted point by point and when they have dissolved into the 
aggregate data of all users. As I mentioned earlier, at Amazon a click on 
a product was associated with a click on another product or with a prod-
uct purchase. If a customer did not want the purchase to show up in his 
purchase history, he could delete the entry. But it is impossible to remove 
the click from Amazon’s product recommendation system since it wasn’t 
associated with the customer. Again, this demonstrates the similarity be-
tween refining oil and refining data. After a certain point, the oil from an 
individual well can no longer be removed from the process.

This understanding of the quantity and quality of data is partly—
though not entirely—why I think that it’s wrongheaded to ask to be paid 
for your data. Microsoft Research philosopher Jaron Lanier has become 
a cheerleader for data compensation in the form of “micro-payments,” 
a stance he has presented with great passion since the publication of his 
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book Who Owns the Future? in 2013.19 One of his pet examples is the 
language translation service available from Google. Why should Google 
get all the advertising revenue, he asks, when all the people who helped 
to improve the company’s algorithms by suggesting and correcting trans-
lations receive nothing? With each suggestion and correction, Google’s 
model for translating text does improve, even when a new contribution 
duplicates the work of earlier contributors. The model learns from these 
duplicates to put more weight on that suggestion. 

Lanier’s contributors do receive something for their efforts. There’s a 
high probability that they, too, benefit by using Google’s service tool for 
translating texts. They are paid not in money but in refined data products 
and services.

Now think about some of the data created on Facebook every day. If 
you post a photo of your dog, you clearly created that data. But what if 
you post a photo of a group of friends at a birthday party. You took the 
photo and posted it, but the commercial value of the post for Facebook 
is based on the traffic that it inspires and the refined data about rela-
tionships and interests that are embedded in people’s interactions with 
it. Should you get 100 percent of the payments attributed to the shar-
ing of those data? Or should you split it with everyone tagged in the 
photo? How about with everyone who adds a comment, like, or tag on 
it, which means the photo becomes part of their activity for friends to 
see? These reactions are far more numerous—and far more helpful to im-
proving Facebook’s services. Lanier doesn’t discuss these data—he might 
not think of them as “creative” content worth being paid for. But these 
digital traces are the bulk of the raw material for the data refineries whose 
outputs we depend on, day in and day out.

If refineries were forced to make a reckoning of the value of all your 
clicks and searches, all your likes and tags, relative to everyone else who 
touches these data and adds them, you can bet they’d start asking users 
to pay for access to search results, recommendations, and rankings. De-
veloping algorithms costs money, and doing this analysis would require 
developing an algorithm specifically for the purpose of assigning attri-
bution and value to every bit of data—including how the value of data 
changes over time.

It’s not merely the cost and difficulty of solving this problem of attribu-
tion that makes Lanier’s proposal for micropayments a nonstarter. First, 
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let’s consider a simple order-of-magnitude argument. If Facebook shared 
every cent of its profits—about $3.5 billion in 201520—with its users 
(with no dividends paid out to its shareholders), each user would have 
received about $3.50 for the year. Is having unlimited access to a com-
munication platform for a year worth more to you than a cappuccino? 
If so, you’re already getting “paid” for your data. Second, in many cases 
you have to give data to get a refinery’s service, as when you share your 
location with the Uber ride-sharing app. You can decide you no longer 
want to provide data to the data refineries, but then you’ll have to forego 
the products and services they provide. Third, many of the outputs of re-
fineries—from product recommendations to predictions of when drivers 
will be in high demand—are created only by refining individuals’ raw 
data. While your specific data might not change the results you see, it is 
appropriate for refineries to ask every person who uses their products and 
services to contribute data. 

For these reasons, I believe that instead of demanding payment for 
your raw data, you need to be demanding more powerful ways to gain 
control over how, when, and why you share, what your data can be used 
for, and what you get as a result. The data refineries that are most suc-
cessful make it clear how the data you contribute improve the refined 
data products offered to you. We spend a lot of time as a society debating 
whether restrictions should be put on how organizations can use raw data 
and not nearly enough time on what tools they should offer in order to 
foster transparency and agency.

Refineries do not reduce you to a bunch of numbers to be bought 
and sold—at least, not necessarily. If there’s one lesson I want you to 
take away from this book, it’s that social data can help you make better 
decisions—not just help some megacorporation develop a better targeted 
advertising campaign. I believe that, as much as you are the data you cre-
ate, you are the decisions you make. This is the value of your data for you.

Exploration Versus Exploitation

The data-refining process also involves trade-offs between exploration 
and exploitation. Hearing those words, you might be imagining a dark 
and seedy street corner, but instead I want to transport you to the blaring 
neon lights of the Vegas Strip and a bank of slot machines. In the field of 
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artificial intelligence—where computer software learns from incoming 
data—the “multi-armed bandit problem” is a sort of king, an exemplar 
of the dilemma of whether you’re better off exploring new options or 
sticking with the best option you have seen so far.21 Say you just walked 
into a casino and heard someone seemingly make a fortune at a particular 
slot machine. What would you do? Would you spend the rest of your 
evening at that machine, exploiting your observation that it has paid out 
more than other machines since you arrived, or would you explore other 
machines, looking for data that might identify a potentially better chance 
of a jackpot? Of course, collecting data about the performance of the ma-
chines takes time; because casinos are in the business of making money, 
the game is set up so that gamblers lose on average. Ideally, the computer 
theorists say, you’d spend some time observing the slot machines and try 
to detect a pattern. While a statistician could suggest how much or little 
time to spend on each of the casino’s noisy slot machines, you would 
still have to decide whether to explore a new option or exploit what has 
worked thus far. The multi-armed bandit problem may seem to have little 
to do with the output of data refineries, but the balance between explora-
tion and exploitation is a key issue in how recommendations are ranked 
for users and how users pick which recommendation is best for them. 
Here it’s helpful to reconsider the analogy between oil and data. When 
petroleum geologists and engineers are working a reservoir, they have to 
weigh a trade-off: whether to put significant resources into extracting 
every drop from an active well, spending the money to dig deeper even 
though the field may be drying up, or to shift resources toward looking 
for a new field that might yield oil more efficiently. Data refineries also 
have to make decisions about how best to allocate resources to maximize 
inputs, outputs, and efficiency. When it comes to data, the most import-
ant resources to manage are the time and effort of users.

When search engines like Google present a list of websites in response 
to a query, they don’t show you dozens and dozens of very similar results 
that all match the same aspect of what you are looking for; they include 
options that allow you to discover pages with a range of relevance to 
your search term. Occasionally, it’s very clear that you’re searching for 
information about a particular thing—for instance, if you type “Panthera 
onca” into the query box. But if your search term is “jaguar,” the search 
engine should show you not only webpages about the cat (or, for that 
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matter, about the car or the old Mac operating system).22 The search en-
gine’s algorithms create clusters of “jaguar” meanings based on the words 
on the page, the links between pages, and people’s navigation among the 
pages and shows a selection from each cluster to explore—and hopefully 
ensure that you find what you’re looking for.

An offshoot of the one-armed bandit is called the “optimal stopping” 
theory or “fussy suitor” problem, which was first described by Martin 
Gardner in his “Mathematical Games” column for Scientific American. 
Gardner’s version involved slips of paper with numbers written on them, 
anything from “small fractions of 1 to a number the size of a ‘googol’ 
(1 followed by a hundred 0s).”23 You mix up the slips of paper and turn 
them over, one by one, until you come to a slip that you think might 
be the largest number in the stack. Over time, the slips in the thought 
experiment were transformed into suitors going out on dates. You go on 
a date with a person and have to decide: Do you keep dating around, or 
do you stop because she’s the one (of those you’ve met so far)? You’re facing 
a real-world, high-stakes choice between exploration and exploitation. 

For obvious reasons, users of dating apps or sites are constantly ne-
gotiating the fussy suitor problem. Early dating sites were designed to 
let users specify their preferences for people based on weight or height 
or geographical distance ranges, and they ranked their dating prospects 
accordingly. A user decided to click on a photo of a possible dating pros-
pect, who we’ll call Sam. The site didn’t know what it was that inspired 
him to click on Sam’s picture. Was it the fact that Sam was the first per-
son on his list? Was it because Sam has dark hair or wears glasses? Was it 
because there’s an ocean view in the background, and he’s interested in 
someone who lives by the beach, or in someone who likes to take beach 
vacations? Any number of things might have interested the user, but he 
still had to decide whether to send a message to Sam or to keep looking. 
And while a traditional matchmaker would strive to find the perfect mate 
for every one of her clients, a dating site lets the user decide whether he 
wants to see more suggestions, as well as whether he wants to see more of 
the same or something completely different.

For the most part, data refineries have been making decisions about 
how to set the balance between exploration and exploitation by observ-
ing how deeply users explore the recommendations, and whether and 
when they return. However, the optimal setting often depends on the 
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user’s immediate context. The fussy suitor may be looking for Mr. Right 
or Mr. Right Now—and it is hard for the refinery to correctly guess 
which it happens to be in this particular moment. Transparency demands 
that users get to see the refinery’s settings; agency demands that users 
have some ability to affect them.

At MoodLogic, a music recommendation start-up I co-founded,24 we 
gave each user at any given time control over the balance between explo-
ration and exploitation—in this case, between supplying music similar 
to what she usually listened to and exposing her to unfamiliar music. We 
analyzed the user’s existing digital music library and created a model to 
find songs, artists, composers, instrumental lineups, tempos, and genres 
that matched the songs on the person’s hard drive. Our model predicted 
both how much she would like a new song and how confident (or not) 
we were in making that recommendation. Then we let the user choose 
between two settings. The “safe” setting played music we predicted she 
would love, with little variation from song to song. In the “explore” set-
ting, she got unfamiliar pieces of music that we thought there was a 
chance she’d love, but also a chance she’d hate. The choice was hers—and 
created data that we could also use to improve MoodLogic’s algorithms. 

Though data may seem infinite, time is not. Decisions have to be 
made. The wonder of social data is that the outputs of the refining pro-
cess can themselves become inputs.

Learning from Errors

People like to feel confident about the decisions they make. It’s reassuring 
to be able to list the pros and cons of a choice (Do I accept this job offer 
in a new city or accept the matching offer from my current employer?), weigh 
the options against each other, and pick the one that better matches our 
current situation, goals, and comfort with risk. In the past, people would 
gather data by talking with family, friends, colleagues, and mentors. They 
had to make decisions in a “small data” world.

It’s now possible to look up job satisfaction ratings on Glassdoor, a 
platform for anonymously reviewing work environment and compen-
sation.25 More than 400,000 companies have been reviewed on Glass-
door, and the site receives 500,000 new reviews by employees each year. 
Amazon, for example, has 8,000 reviews of jobs, 8,000 reviews of job 
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interviews, and 14,000 reports of salary covering 1,400 job titles. A per-
son considering a position has more data available than ever before—but 
not the time to read and analyze 8,000 reviews and compare them to 
her current workplace. Which reviews are accurate, and which are most 
relevant to the job being considered? Could some of the reviewers have 
misread a question and clicked a lower rating by accident?

All data are prone to error. In the days of small data, the people who 
collected data made it their job to get to know each and every data point, 
weeding out and correcting most errors by hand. And it’s a good thing 
they were able to check everything, because often decisions for a whole 
community or state were based on data from these very small samples 
of people. An error in the total unemployment claims made in a state in 
a week—for example, typing 254 instead of 2541—could accumulate, 
impacting annual unemployment figures and, in turn, affecting govern-
ment economic policy. The US Bureau of Labor Statistics’ longitudinal 
surveys of workers had a sample size of around 10,000 people—the same 
order of magnitude as the number of Glassdoor reviews from Amazon 
employees.26

It is reasonable to assume that the rate of errors in data does not de-
pend on the amount of data collected. If we now have access to a hundred 
times more data, we can expect roughly a hundred times more incorrect 
data points. But we no longer have the ability to hunt down and remove 
individual errors and mistakes from the data.

However, the exponential growth in data itself offers the solution to 
the problem of the exponential growth in the number of errors. Because 
people are constantly creating new data in response to the refineries’ out-
puts, algorithms can learn to identify what might have been an input er-
ror. Google asks if you meant to search for “Andreas Weigend” when you 
type “Andreas Weigand” because a percentage of previous users changed 
their queries after seeing the initial results.

When refineries combine data from multiple sources, they can detect 
such input errors for us. One day in July 2012, a service called Google 
Now appeared on my phone. It scanned Gmail for information in my 
e-tickets and updated me on the status of my flights, often before the 
airline did. Simple enough. But the sophisticated data analysis of Google 
Now still managed to surprise me. One morning, as I was getting ready 
to pack up my bags in Freiburg, the app informed me that I needed to 
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leave for the airport immediately. According to my schedule, my flight 
wasn’t supposed to depart for hours. Airlines don’t typically shift a sched-
uled flight’s departure time forward by more than a few minutes. It didn’t 
make sense. Still, trusting Google Now more than my calendar, I decided 
to make a move; maybe Google had identified a huge traffic jam en route 
to the airport. When I arrived, I realized that the flight time had been 
entered incorrectly in my calendar. Google had ignored that manually 
entered data and sent me a reminder based on the e-ticket in my Gmail. 
(Three years later, Google would automatically add the flight to my Goo-
gle calendar after the e-ticket landed in my inbox.)

We’ve become accustomed to letting refineries point out and correct 
mistakes like this; it’s a useful service. The question is whether we will 
accept similar corrections in other parts of our lives as we create and share 
more data.

Refineries also have to interpret what is signal and what is noise. “Sig-
nal” and “noise” are statistics jargon for data that are relevant—signal—
and data that are random and thus irrelevant—noise. Social data are 
complicated because what is signal and what is noise may vary from user 
to user and from context to context. When a friend on Facebook tags you 
in a photo in which you don’t appear, is that signal or noise? It depends. 
If he has tagged you in the photo accidentally, mis-clicking on your name 
instead of Andrew’s, who appears right below you in his friend list, that’s 
noise—the social data equivalent of static interfering with your radio’s re-
ception. If he has tagged you in the photo because he wants you and your 
friends to find out about the events captured in the snapshot, it might 
be annoying, but it is still a signal; it is not noise, statistically speaking.

Learning from user feedback is crucial for improving a refinery’s al-
gorithms. By this, I don’t mean that you’re asked to sit down and fill 
out a customer survey or attend a focus group. Fostering an ongoing 
“conversation” with users enables a refinery to improve and personalize 
its products and services. Each choice you make helps the refinery adjust 
the ranking of the options. But you, as a user of the refinery, also learn 
to change what words you search for to get results closer to the ones you 
were looking for—not just to avoid typos but to emphasize your interest 
in different categories or aspects of a topic. 

However, your interactions with a site or app are also constrained by 
the options the refinery presents to you. I think query refinement could 
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be made much more dynamic, by allowing users to play with the re-
finery’s confidence intervals, as my colleagues and I did with the music 
recommendations at MoodLogic. As Glassdoor accumulates many more 
employee reviews, it will have to find ways to refine that data further for 
it to be even more useful to users. A model might estimate which review-
ers’ assessments are most relevant to a user—not simply by job title or 
office location but by other data shared with the site, such as career goal 
or preferred work environment. But no matter how much data comes in, 
there will be uncertainty in the estimates.

Being data literate means realizing that a recommendation is a per-
centage chance, and that any decision requires a trade-off between risk 
and return—even when they’re based on so much data that the uncer-
tainty seems very small. A refinery should not be making the decision for 
you. It should be empowering you to take advantage of far more data by 
removing some of the risk of errors for you.

With the help of refineries, we can access and analyze a rich data his-
tory, discovering patterns and predicting trends, not all of which will al-
ways be correct. This approach to thinking about our data and ourselves 
is very different from what most of us are used to.

Turning Data into Decisions

“Data! Data! Data!” [Holmes] cried impatiently. “I can’t make bricks 
without clay.”27

ARTHUR CONAN DOYLE

When I was working as a post-doctoral fellow at Xerox PARC (Palo Alto 
Research Center) in the early 1990s, we used a supercomputer to analyze 
road traffic patterns. One of our goals was to predict travel times. Being 
physicists, we studied traffic like a fluid, trying to identify the conditions 
that caused a “laminar-turbulent” transition—the shift from a smooth 
flow to stop-and-go. By today’s standards, we didn’t have much data, 
so we had to make a lot of assumptions to create our traffic simulation 
models.

The problem of knowing when you will arrive at your destination has 
now become trivial since pretty much every car has someone traveling 
in it with a mobile phone that indicates the car’s location in real time. 
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One company in the field, a Microsoft spin-off called Inrix, analyzes the 
geolocation data of more than 100 million individuals’ phones each day 
to identify where cars are going—and, just as important, where they’re 
not—to infer trends in the movements of people and products.28 For 
its analyses, Inrix gets data from mobile carriers on which cellular base 
station those 100 million phones are connecting to. Inrix sells this re-
fined data to Garmin, MapQuest, BMW, Ford, and other companies 
that want to provide mapping and route-planning services to drivers. In-
rix also advises governments on urban planning issues, including where 
to build new bridges, install new traffic lights, and situate new public 
hospitals and other social services.

Inrix’s traffic updates demonstrate how data from many devices, ag-
gregated and “joined” by a refinery, can be far more empowering for 
decision-making than any one individual’s raw data all alone.29 Anticipa-
tory systems based on social data will advise us—and potentially nudge 
us—on a trajectory of decisions about our relationships, finances, jobs, 
health care, and many other things. It also highlights the crucial role of 
interpretation in the data-refining process. Refineries model data in three 
“flavors”: description, prediction, and prescription. Description charac-
terizes the past. Prediction extrapolates from the past and present to the 
future, with the assumption that there is no interaction with or manipu-
lation of the system that would change the outcome. Prescription shows 
us what to do, based on analysis of the past, in order to achieve a desired 
outcome.

Descriptive statistics summarizes data—for example, by grouping sim-
ilar data points into clusters. Such descriptions of data can provide a con-
text for decision-making by setting a benchmark against which you can 
measure your particular circumstances. If you want to know the current 
location of traffic jams in Manhattan, you can look at how quickly cars 
are moving on the streets by tracking the geolocation of mobile phones 
and identify bottlenecks. But even this relatively simple exercise involves 
some interpretation. You might see huge amounts of data indicating sta-
tionary cars near the MetLife Building. But is that because MetLife is 
near Grand Central Terminal and several busy taxi stands, where you’ve 
got a number of taxi drivers waiting for passengers, plus a number of 
passengers joining them, so quite a few mobile phones are over-reporting 
“stalled” traffic there? If you want to know if your store is doing well this 
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holiday season, you can tally up your sales, but you need to compare 
them against something else. If you compare them against your sales at 
the same time last year, this would not take into account changes in the 
local economy. Instead you can compare your sales to those of similar 
stores in the area.

When I was at Amazon, we looked at the time lag between when a 
person viewed an item and when she bought it. Some of the data points 
were obviously erroneous because the time difference was negative, and it 
simply wasn’t possible for someone to buy a product before she’d viewed 
it. We didn’t know why these data points were wrong, but we threw them 
out. We were left with a bunch of data that indicated that quite a few 
customers waited eight hours before buying an item. How strange. It was 
only when we noticed that some of the computers at Amazon were set on 
US Pacific time and others were set on Greenwich Mean Time that we 
realized the eight-hour lag was an artifact of different international time 
zones being applied to different clicks. As is often the case, what initially 
seemed to be an exciting new insight turned out to simply be a mistake.

Interpreting data is an iterative process. Here is a case in point. An air-
line wanted to target mobile phone advertising to potential business class 
passengers and asked a team of data scientists to find smartphone owners 
who were passing in and out of New York’s JFK airport on a regular ba-
sis. The problem was that the people who most frequently go to any one 
airport aren’t business travelers: they’re airport and airline employees. The 
data scientists discovered this in the data by observing the phones’ pat-
terns of movement. One set of frequent visitors—airport workers such 
as counter clerks, mechanics, and baggage handlers—came and left each 
day on a clear shift schedule. Cabin crew based in New York City were 
harder to delineate, but they seemed to be identifiable by the sites and 
apps they accessed through the airport wifi: few were searching for hotels 
or logging in to Uber to get a ride, and more were likely to sign in to a 
dating app on their way out of the airport.30

The second way to think about data refining is predictive analytics, 
which involves taking data and generalizing to future cases, including 
likely behavior and events. For instance, city planners have used Inrix 
archives of traffic data collected at one-minute intervals to assess the im-
pact of an event—whether it’s a highway accident, a construction proj-
ect, or a big concert—so that better contingency plans can be formulated 
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for the future. Hedge funds have used Inrix data on the amount of traffic 
to shopping malls and big-box stores to decide whether to buy and sell 
shares in retailers long before the release of quarterly sales figures. Analy-
sis of geolocation data collected on Black Friday 2012 correctly forecast 
a major bump in sales for the entire holiday season.

Similarly, Amazon relies on predictive models in its business decisions, 
including how many extra warehouse staff and how many extra delivery 
vendors it needs to hire to fulfill orders during the busy holiday season. 
This is a typical decision-science problem: how do you weigh the cost 
of late delivery to customers against the cost of excess delivery capacity? 
Amazon analyzes shipping capacity at a highly granular level, day by 
day and city by city. In 2013, the company’s predictions were wrong—
as they were for several major retailers and shipping vendors that year. 
Many packages arrived after Christmas, infuriating customers.31 After 
doing a root-cause analysis, Amazon revised its model to make more 
accurate predictions and allocate resources accordingly. As a result, the 
company was able to offer free shipping with a guaranteed delivery by 
December 24, 2014, for purchases made two days later than it had in 
the previous year.32

Because many data refineries are in the business of recommending 
purchases, you have to be on the look-out for the possibility that the 
rankings have been created in ways that aren’t aligned with your interests. 
One of the earliest big data initiatives was the Sabre Global Distribution 
System for flight reservations. Sabre was originally launched in 1960 as 
a project of American Airlines, which invested a huge amount of re-
sources into developing it. In 1976, Sabre was installed in travel agent 
offices and other airlines’ flights were added into the mix.33 By looking at 
flight-booking patterns, American realized that travel agents were most 
likely to choose the flight listed first on the screen, and that few if any 
flights appearing after the first page of results got selected.34 American 
tinkered with the algorithm that ranked the options to give preference 
to its own flights. The customers didn’t know about this bias in the top 
options presented to them. And given that the travel agents were get-
ting a commission, they had little incentive to find a cheaper flight for 
the customer. However, two rival airlines, New York Air and Continen-
tal, discovered that their flights were getting buried in the results, even 
when they added new routes and discounted fares—two of the variables 
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that should have helped to raise their flights in the system’s rankings.35 A 
congressional investigation ensued.36 The bias finally stopped when the 
government prohibited it in 1984.37

Such manipulation is much harder to pull off when the users of a data 
refinery aren’t middlemen but the end customers, who are more likely 
to pay attention to whether the suggestions match their preferences. I 
worked with Agoda, a Bangkok-based hotel reservation site, on develop-
ing a recommendation system. At first, it might seem that the best option 
for the company’s bottom line would be to sort the hotels by the amount 
of profit that Agoda would make. If a hotel is willing to give a bigger 
commission to Agoda, why not put that hotel at the top of the list? Some 
customers who were shown results ranked by Agoda’s profit went ahead 
and booked the room, but might later regret their decision. Other cus-
tomers looked at the top options and assumed Agoda didn’t have inven-
tory of the sort of hotel they liked and decided to book a room through a 
competitor. What if the ranking was based instead on the preferences of 
each individual traveler? In the long run, it was better for Agoda to align 
its interests with those of customers.38

The final level of working with data is prescriptive analytics, taking 
the data you have and determining how to change conditions to reach a 
desired outcome. A classic example is the data analysis involved in NASA’s 
moon landing.39 To get Neil Armstrong and the American flag on the 
moon, the engineers at NASA had to analyze a continuous stream of data 
about the landing module’s position in space. The space engineers needed 
to do more than summarize that data (description), and they needed to 
do more than forecast when and where the module would hit the lunar 
surface (prediction); they needed to identify which action to take next in 
response to the data about the module’s changing situation in order to 
improve their chances of actually getting a man on the moon. After each 
firing of one of the module’s jet thrusters, they would learn the exact effect 
the force had on the trajectory of the module. They’d then predict how 
and when and for how long the thruster needed to be fired again to reach 
their goal.

Being data literate involves understanding that assumptions are built 
into description, that uncertainty is inherent in prediction, and that feed-
back is fundamental in prescription. Is it reasonable for a data refinery to 
place you in a marketing cluster based on your Google search history? Is 
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it possible for a refinery to judge a job candidate’s suitability for a position 
based solely on LinkedIn connections? Is it plausible for a refinery to sug-
gest a change in a person’s exercise regimen based solely on her Facebook 
check-ins at restaurants?

Experiment, Experiment, Experiment

Refineries don’t merely describe, predict, and prescribe; they experiment. 
Indeed, every time you shop online, whether you’re looking for modern 
masterpieces at Amazon, moccasins at Zappos, or mates at Match.com, 
chances are that you’re the subject of some experiment. Data refineries 
depend on experimentation in order to improve the products and ser-
vices offered to users through a process known as A/B testing.

In science, causality is established in an experiment by changing one 
variable, the independent variable, and comparing the response in a 
“treatment” group against a “control” group for whom the variable has 
not been changed. A/B experiments typically begin with a question—
for example, “Should I stock more red umbrellas or blue umbrellas 
if I want to maximize the number of umbrellas I sell?” This question 
appears pretty simple, but it throws up many of the complications of 
devising a good A/B experiment. An umbrella seller might try to de-
tect the right choice by setting up his stand on a particular corner and 
offering only red umbrellas on the first day of his trial and only blue 
umbrellas on the second. He might even choose to run the experiment 
on two consecutive Mondays, when the workers in the area might be 
more rushed as they head out the door and thus more likely to forget 
their umbrella. But while he has controlled for location and day of the 
week, he didn’t take into account one of the most important variables in 
determining whether someone wants to buy an umbrella, red or blue: 
namely, whether it is raining.

Data refineries have far more variables to take into account than our 
umbrella seller. Amazon runs A/B experiments to decide everything 
about how pages appear, from the size of the search box on the home 
page to whether the checkout dialog appears on the left or right side of 
the screen to how much descriptive text about the product should be 
visible without a second click. Google famously ran an A/B experiment 
to determine the shade of blue used for advertising links. According to 
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Google insiders, the final selection from among the fifty choices boosted 
advertising revenue by $200 million annually.40

Descriptive analytics provide opportunities for recognizing “natural 
experiments,” situations in which a condition has changed by chance or 
by mistake (that is, not as part of the design of the experiment) and its 
effects can be observed—for example, when there is a bug in the rollout of 
software. The developers for Amazon’s website in France—Amazon.fr—
initially forgot to add the cost of shipping at the time of checkout. This 
mistake, and the immediate surge in orders that followed it, gave Amazon 
an idea for how much free shipping would increase orders.

Prediction is at the heart of the scientific method: a scientist creates a 
model that makes a prediction, carries out an experiment, and measures 
whether the outcome corresponds to the prediction. If it doesn’t, the 
scientist changes the model and repeats the process.

What most interests me in the realm of social data are experiments 
that involve prescription, allowing a user to change a parameter and see 
how that might change the output or outcome. A refinery using data to 
identify a traffic jam happening right now can alert drivers, providing a 
longer predicted travel time for the slow route and suggesting alternates 
that appear to be moving faster. If most drivers select the same alternate 
route, a new traffic jam might build up there. A refinery could suggest a 
variety of options and inform drivers what percentage of other drivers in 
the area have already selected a particular route, so that they can decide if 
they might want to take a different option. Or a refinery could use those 
data to try to optimize traffic flow by anticipating where a traffic jam is 
likely to occur in the next few minutes and changing the timing of traffic 
lights to prevent it from happening.

One of the best minds in the field of A/B experimentation is my for-
mer colleague Ron Kohavi, who left Amazon in 2005 to build the Anal-
ysis and Experimentation team at Microsoft. Ronny and his team ran 
hundreds of experiments on about twenty websites (including MSN.com 
and Bing), trying to formulate the basic practices behind good online ex-
perimentation. Based on this experience, Ronny says: “getting numbers 
is easy; getting numbers you can trust is hard.”41 I wholeheartedly agree. 
Further, the same can be said for one of the most fundamental aspects of 
data refining: making recommendations is easy; evaluating recommen-
dations is hard.
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Lots of things can go wrong when running A/B tests on websites. 
To begin with, web crawlers account for 15 to 30 percent of the pages 
viewed on some sites—and unless a refinery wants to be optimized for 
machines, these visits by robots have to be identified and separated out 
from visits by humans.

It can also be tempting to assign users to treatment or control groups in 
ways that appear to be more efficient than doing so at random. However, 
as smart as this may initially seem, many nonrandom ways of sampling 
influence an experiment’s results and pollute the analysis. For instance, 
if a user deletes cookies on a frequent basis, she might be assigned to one 
group on her first visit during the experimental period and to a differ-
ent group on the next. In some experiments, the assignment to a group 
might be correlated with the site a user was on when she clicked a link 
taking her to either a treatment or control version of a page. Are people 
more likely to click on the ad for an umbrella because they were just at 
the Weather Channel, which is running nonstop stories about a possible 
hurricane? Because the assignments weren’t random, the results would 
be biased.

In addition, scientists try to consider variables that may affect user 
behavior but which they haven’t built into their experiment. An exper-
iment’s results can be biased by a bug that crops up in the version of 
software presented to one group but not to others. How software runs 
on different platforms can also be an issue. Users who access the web on 
an iPhone versus an Android phone aren’t independently and identically 
distributed across the entire population. An experiment might seem to 
show that iPhone users visit a site more often than Android users but, 
in actual fact, the software—not the user base—was the difference: the 
default page refresh rate might simply have been set higher on iPhones. 
Coming up with such possibilities and investigating them is a daily de-
light for data detectives.

Companies have been running tests on customers for decades, con-
ducting trials of products and packaging long before the web. What’s 
new is being able to run experiments in real time, rapidly receiving feed-
back that can be incorporated into the development of products and 
services, including those of the data refineries. In the past, the “round-
trip” time between idea and result was measured in months. Now, in 
our connected world, the time frame has collapsed to minutes. This is 

9780465044696-text.indd   37 11/18/16   1:21 PM



38	 DATA FOR THE PEOPLE

fundamentally different from the timescales of medical trials, where the 
effects of a change in a drug’s formulation may take weeks, months, years, 
or decades to show up.

As social data become ever more integrated into our problem-solv-
ing and decision-making, refineries will develop products and services 
in contexts with great significance in our lives, including health care and 
education. We as a society will have to consider which social data exper-
iments we want to have run, and which results we can trust. When is it 
enough to collect data for an hour or a day, and when would it be better 
to conduct an experiment over a longer timescale? In the setting of educa-
tion, for instance, there are no obvious correct answers. To evaluate what 
an A/B experiment tells us about improving the way we teach students, 
we must first choose the goal against which the data are being tested. As 
I said above, making recommendations is easy; evaluating them is hard.

And this process should not be scary to us. We’ve all benefited from 
social data experiments, gaining access to services and products that were 
unimaginable two decades ago but are now considered as essential to 
modern life as the delivery of water or electricity.42 There will be far more 
innovation in the use of social data; only the bounds of budgets, social 
norms, and creativity will hold things back. To benefit from the work be-
ing done at the big data refineries, we must embrace the fact that we are 
all experimental subjects—and inspire data scientists to run experiments 
that enlighten our decisions. We shouldn’t be left in the dark.

That’s why, before we turn to the new data rights that I argue need 
to govern the data refineries, we need to become better acquainted with 
the three categories of social data—our clicks, our connections, and our 
context. As we’ll see, these data sources challenge many of society’s exist-
ing norms, including strongly held, often emotional ones. How do we 
establish a personal identity? To what extent is privacy an illusion? What 
does it mean to be a friend? How do we decide who to trust, when, and 
for what? How much are we influenced by our environment, and how 
much do we influence our environment? It may surprise you to learn that 
your searches on Google, your interactions on Facebook, and the sensors 
on your mobile phone hold the answer to these questions.
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CHARACTER AND CHARACTERISTICS

The Stand-off Between Digital Privacy and Digital Honesty
Are You the Data You Create?

One does what one is; one becomes what one does.1

ROBERT MUSIL

I’m a physicist by training, as are many of the people experimenting with 
social data today. That’s not really surprising when you think about it: the 
digital traces we leave behind as we browse the web and use our mobile 
phones are very much like the trails and counts captured by a particle 
detector. In fact, working in experimental particle physics was the perfect 
training ground for conducting experiments in e-commerce.

In high-energy physics, you can’t really observe the particle in and of 
itself. All you can do is observe the interactions of the particle with the 
detector you built. Physicists infer the properties of the particle by ana-
lyzing those interactions. As an undergraduate, I worked at the CERN 
particle physics lab near Geneva on data from a bubble chamber experi-
ment, which involved measuring the trajectory and radius of the micro-
scopic bubbles formed as a particle entered the chamber and interacted 
with a near-boiling liquid. The path and size of those bubbles were used 
to calculate the particle’s electrical charge and mass. This principle of in-
direct observation applies to every experiment in particle physics: no one 
will ever see a Higgs boson, but most physicists are sure the particle exists 
given the indirect traces that have been observed. 

People, like particles, have properties that can be ascertained only by 
watching how they interact and value other people and things—a bit like 
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the mathematician hero of Robert Musil’s The Man Without Qualities, 
who depends on the world around him to define his very character.2 The 
traces we leave reveal a great deal about us, challenging our ability to live 
life in private. Our traces also allow the data refineries to observe and in-
terpret our behavior, then to predict our actions and interests—whether 
we know them or not.

The new social data platforms, where we actively create and share data 
about ourselves, give us an opportunity to express ourselves as never be-
fore. We are able to “curate” the self, not merely by changing the style 
of our hair or the cut of our clothes—what was called conspicuous con-
sumption. Now, in what I call conspicuous communication, we can eas-
ily change the characteristics of our digital identity, from profile photos 
to the pseudonyms we select on various platforms. In the early days of 
the internet, we thought anonymity would grant amazing new freedoms, 
but adopting and discarding identities have real costs and consequences 
for people. It is natural to want to establish rules for safeguarding our 

The trails of a proton creating twenty-six charged particles in a bubble chamber experi-
ment at Fermilab. Reprinted by permission of the Fermi National Accelerator Laboratory.
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character, given the risk of having these data used against us, but being 
anonymous also decreases our opportunities to benefit from these data.

For many people, the knee-jerk response to the possibility of data be-
ing used against them is to ask for stronger privacy protections, since 
privacy is sacrosanct. Yet many privacy protections actually make it more 
difficult to hold people to account. The deficit of accountability runs 
counter to the very principles of transparency and agency that can help 
us gain personal value from our data. In the world of social data, the old 
rules are no longer adequate; the economics of ubiquitous data creation 
and dissemination require us to develop new frameworks and new ideals.

But before we look to the future, let’s examine the illusion of privacy. 
As it happens, privacy is a concept that was only rather recently enabled 
by technology, and the concept may not be up to the task of protecting 
us in the age of social data—at least not in its current incarnation. We 
shouldn’t be fighting for privacy simply because it was a pretty good re-
sponse to people’s problems a hundred years ago.

A Brief History of the Brief History of Privacy

For most of history, we humans have lived our lives in public. We shared 
our living spaces not just with close intimates but with extended family, 
who gathered with us around an open hearth and knew our comings and 
goings. “Neighborly” behavior was maintained through close observa-
tion. Those who broke society’s rules were subjected to merciless gossip; 
when people really broke the rules, they were ostracized, or worse.

Chimneys might very well be the first privacy-enabling technology.3 In 
the seventeenth century, the chimney became a common feature in Eu-
ropean houses, allowing more families to divide their homes into private 
rooms with walls and doors that shielded individuals from the prying 
eyes of their relatives. Around the same time, a cluster of agricultural 
innovations changed how people could earn a living.4 By the middle 
of the eighteenth century, food production was growing faster than the 
population—and the population was growing fast. Many people moved 
to the cities, where the first factories of the Industrial Revolution were 
going up.

City living was anonymous living, and urban dwellers locked their 
doors to prevent strangers from entering their abodes. There was a cost 

9780465044696-text.indd   41 11/18/16   1:21 PM



42	 DATA FOR THE PEOPLE

to this newfound privacy: the design of fireplaces, which were usually 
quite deep to permit pots to be placed over the fire, was incredibly 
inefficient. Smoke built up in small rooms—this was the price of a pri-
vate space. Conditions finally improved in the 1740s, when, who else, 
Benjamin Franklin suggested a design, the “Pennsylvanian Fire Place,” 
that did a better job of heating a room while also forcing the fire’s smoke 
up the chimney.5 Finally, ordinary people could shut their doors with-
out fear of asphyxiation. The home became the sanctum sanctorum, a 
place where people could expect some semblance of privacy and safety. 
With the Fourth Amendment to the US Constitution, Franklin and 
his fellow Founding Fathers went further, enshrining a right to security 
against illegal search and seizure of the person in the protection of his 
dwelling space.

While home life was becoming more insulated and private, political 
life was not. In our earliest experiments in democracy, voting was a de-
cidedly social activity. The point, after all, was to encourage freedom 
of expression among regular citizens. As recounted by Harvard history 
professor Jill Lepore, for the first century of the United States, men voted 
in public, raising their hands or lining up on one side of a room (just as 
they still do in the Iowa presidential caucuses). “Casting a ‘secret ballot,’” 
Lepore says, was deemed “cowardly, underhanded, and despicable,” an 
undermining of the openness and direct communication many thinkers 
believed was an essential ingredient in democratic governance.6 For ex-
ample, beginning in the 1850s, the English philosopher John Stuart Mill 
argued that a secret vote was vulnerable to “selfish” interests,7 and that 
“not secrecy, but publicity, should be the rule.”8 A gentleman should vote 
with public rather than private interests in mind, and what better way 
to ensure this than to have his vote out in the open and accountable—in 
other words, transparent.9

In those days, when white property owners alone were enfranchised, 
the best technology available—paper ballots—was deemed to be elitist. 
Paper required voters to be literate, and not all men with property were. 
Eventually, however, paper won out as a more stable medium for re-
cording votes than flailing hands or moving bodies. At first, voters were 
required to bring their own ballot papers to the polls. To make voting 
easier, they could mark the ballot in advance, or have somebody else do 
so for them. Those who could afford to print up ballots for others were 
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practically invited to manipulate the choices available. Sometimes this 
led to flagrantly self-serving campaign tactics, as when a political party 
listed only its own candidates on a ballot paper supplied to loyal party 
members as well as random passersby. The paper ballot was adopted not 
for its privacy-enabling attributes but for its permanence. A permanent 
record could be re-counted.10

The first secret, government-printed ballot was used in an election in 
the Australian town of Victoria in 1856. It took a generation for the 
system to be adopted in Britain; cities and states in America began the 
switch in the late 1880s. The new approach was a limited success. The 
proportion of the American electorate who turn up at the polls has never 
again reached the 80 percent level common in the middle to late nine-
teenth century,11 perhaps because there is little social cost to not voting.

Around the time the secret ballot was gaining popularity, a couple of 
lawyers in Boston were making the case for a new “right to privacy.” In 
what is considered to be the first use of the phrase in 1890, former law 
firm partners Samuel Warren and Louis Brandeis railed in the Harvard 
Law Review against the increasing intrusions into people’s private lives. 
The offenders? “Recent inventions and business methods”—including 
photographs and circulation-hungry newspapers trading in gossip.12 As 
with many inventions, this “right to privacy” was devised to solve a per-
sonal problem: Warren and his family had recently been the victim of un-
flattering and unwanted sketches in the society columns.13 They clearly 
didn’t live at a time when a billion photos a day were being posted on 
Facebook.

Alas, the good lawyers, so eager to save their wives and daughters from 
social embarrassment, conflated the desire to control depictions of your-
self with the right to manage what other people say about experiences 
they’ve shared with you. In a robust democracy, no one, not even some-
one suspected of illicit behavior, is compelled to express their thoughts 
and feelings to others. If you share your secret with someone, there is 
always a possibility that your confidant will share it with his confidants. 
Laws can’t stop indiscretions, but social norms might—in those cases 
when the “public” gains more benefit by keeping things quiet. In engi-
neering, it’s often said that the purpose of communication is to transmit 
information. But as Facebook’s founder, Mark Zuckerberg, intuited, the 
purpose of information is to give people an excuse to communicate.
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A century ago, when Brandeis was confirmed to a seat on the US  
Supreme Court, the right to privacy was among his most passionate 
causes. Brandeis began to tie the right to privacy to Americans’ strong 
beliefs in personal liberty. Take Meyer v. Nebraska, a case fought over 
whether the state of Nebraska could make it illegal for teachers to give 
instruction in the German language. This was just after World War I, and 
anti-German sentiment was running high. The Supreme Court’s major-
ity asserted that a person had the right “to contract, to engage in any of 
the common occupations of life, to acquire useful knowledge, to marry, 
establish a home and bring up children, to worship God according to the 
dictates of his own conscience, and generally to enjoy those privileges 
long recognized in common law as essential to the orderly pursuit of 
happiness by free men,” no matter where he made his home.14 An attack 
on the right to privacy was an attack on freedom, according to Brandeis.

Our personal choices seemed secure, locked away from peeping eyes 
and judgmental tongues—or so we fooled ourselves into believing. Ab-
errations like the McCarthy hearings were “outliers,” a snooping into 
personal politics that was permitted because Communism was a great 
menace to free society. But our default assumption of privacy would dra-
matically flip with the development of tools for discovering information 
and communicating on the internet.

From Walls to Windows

In 1996, when Larry Page and Sergey Brin attacked the problem of web 
search by looking at the link structure between webpages, they had to 
rely on public data. Every webpage crawled by Google was public. Some-
one had written the page and put it up on the internet so other folks 
could read it, and someone had linked to it.

Developing Google’s algorithms and building its network of servers 
required a lot of money, and Larry and Sergey figured out that the best 
way to pay for that was by selling space for ads based on a user’s search. 
Advertisers “purchased” keywords, phrases, and categories they believed 
matched the interests of their likely customers. The payoff was immedi-
ate. Advertisers who used Google’s personalized ad option had four times 
as many people clicking through to their sites compared to the aver-
age, including ads placed on pages with content related to the product.15 
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People’s search data were a valuable commodity because they provided an 
observable trace of the things that attracted attention.

In April 2004, Google obtained another source of data about user 
attention when it launched Gmail, which analyzes the content of an 
email to determine the ads that appear on the service’s web interface. 
Until this moment, most people thought of an email as equivalent to a 
letter—something sealed in an envelope, intended for the eyes of the ad-
dressed recipient only. Privacy advocates argued that Gmail users would 
be “giving away” their most personal communications to Google if they 
signed up. Today it is the most widely used email service in the world, 
with more than 1 billion active users every month.16 Most of them are 
aware that their correspondence will be “read” by Google’s computers in 
exchange for free email. This deal—which includes being shown person-
alized ads—is accepted knowingly and willingly.

Google’s aspirations as a company go well beyond search and advertis-
ing. The prototype for Google Glass, released in March 2013, incorpo-
rated sensors capable of observing and recording the wearer’s surrounding 
environment from her point of view. Critics raised concerns that Glass 
would be used to publicly share conversations without a person’s consent. 
But it’s not as though Glass is the sole piece of technology that can be 
used for such a purpose. A handy audio-recorder or mini–video camera 
can easily do the same job. Or you could pull out your mobile phone, 
which has those sensors and several more. Instead of having to pull out 
a device to record a moment, wearables like Glass make it even easier to 
start a recording of events happening around you.

A few months before Gmail’s launch, a website called Facemash went 
live at Harvard. In what is now a legendary story, then Harvard under-
grad Mark Zuckerberg wrote software to “scrape” headshots from the 
online directories of nine residential houses so students could vote on 
which of two random photos was “hotter.”17 The site was wildly popular 
with Mark’s classmates—and wildly controversial. Mark was in a lot 
of hot water with the university, which said he had violated copyright 
and individual privacy rights when he published the photos without 
permission. Once again, photos were being used by a new communi-
cation format as a way to satisfy the very human desire to gossip. Judge 
Brandeis would have been horrified, but within a decade Facebook 
would be the default communication system for a large portion of the 
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world’s population.18 As of 2016, about one in four people around the 
world was on Facebook, with more than 1 billion people accessing it 
each month via their mobile phone.19 Mark was pushing the boundaries 
of social norms, and a lot of people were eager to enter the uncharted 
territory of digital identity with him.

Of course, as Facebook grew, the company realized that it, like Google, 
could make money by getting into the online advertising business. The 
content of people’s posts created even greater potential for targeting ads 
than an email message. People were identifying their relationship status, 
education level, political persuasion, and religious beliefs; creating lists of 
their favorite movies, TV shows, books, and music; reporting their trav-
els; and sharing opinions about a host of brands and ad campaigns. They 
were uploading photos of themselves, their kids, their beloved dogs and 
cats. All of this was intended for a “public” of family and friends. I was at 
Facebook’s headquarters on the day in the summer of 2008 when the site 
began personalizing ads.20 The new ads had a feedback button. When a 
user clicked that she did not like an ad she was shown, she was asked to 
give some reason. Reading through these responses as they were coming 
in was eye-opening. For the most part, people weren’t complaining that 
the ads were using too much of the personal information they had shared 
on Facebook; they were complaining that the ads were using too little of 
it. A typical example: “My profile says I’m a man and I’m interested in 
men. Why am I getting ads to ‘meet single women’?” Users were asking 
to see ads that actually matched their interests. 

The year 2016 marked the thirteenth birthday of Facebook. Very 
soon we’re going to witness a generation of people who have had their 
entire childhood shared on Facebook by their parents and grandparents 
long before the kids could officially open their own accounts. In the 
past, a person graduated from high school with a handful of identity 
documents: a birth certificate, an immunization record, a transcript of 
grades, and a diploma. Most would also have a driver’s license.21 Some 
might have a reference from an employer or religious authority, maybe 
a passport. In contrast, every preteen now comes preloaded with social 
data, created by parents, grandparents, aunts, uncles, older siblings, and 
family friends. You can find sonograms from before a child’s birth, com-
mentary on difficulties maintaining a toddler’s discipline, prayers about 
ill health, and details of physical appearance, skills, and hobbies. Why 
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does Facebook still require its users to be at least thirteen years old in 
order to sign up for the service? Doesn’t it make a lot more sense to set 
up a Facebook account for every baby at birth?22 This would help to 
ensure everyone has a unique, authoritative identifier available to them, 
which they can choose to use or not. In addition, social data could be 
tagged with an account’s ID, and this would give people the ability to 
curate the data attached to it when they’re older—that is, when the rules 
say they’re old enough to decide for themselves.

We’ve evolved from the open hearth and its assumption of a public 
existence, with little experience or expectation of privacy, to enshrin-
ing a “right” to personal and political privacy behind the walls of our 
bedrooms and voting booths. As the internet became entwined in the 
fabric of social existence, we were more than happy to “go public” with 
our lives in exchange for free and immediate contact with family, close 
friends, and distant strangers. Building up the idea of privacy and dis-
mantling it all happened in the span of just a couple centuries—a blip 
in human history.

village gossip 
no privacy

chimneys and urban migration (1600s)
social anonymity and the invention of privacy

US Fourth Amendment (1792) and the adoption of  
the secret ballot (1856–1896)

privacy gets political

“The Right to Privacy” (1890)
privacy enshrined in law

Google, Facebook, and beyond
privacy is an illusion

For the past hundred years we’ve cherished privacy, but the time has 
come to recognize that privacy is now only an illusion. We want tools 
for managing attention, belonging, and communication. Judge Brandeis 
came up with a great idea, but it was an idea of his time, when data were 
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scarce, communities were localized, and communicating was costly. It 
was easy back then to stop someone from publishing a photo of you that 
you didn’t like. Not so today. Further, anonymity is not the default set-
ting of democracy. It’s better to write rules for the realities of the present 
and the possibilities of the future than to romanticize privacy and hope 
the rules of the past will protect us in the future. To put data to work for 
the people, we need transparency and agency.

Rather than expending energy on delineating what’s public and what’s 
private, and then building walls to keep the data in (or out), let’s focus 
on the ability to truly be ourselves. Doing so will allow us to take full 
advantage of the data refineries and to balance the potential upside of 
sharing with the potential downside.

On the Internet, Everybody Knows You’re a Dog

When it comes to social data, it’s no longer about whether you have pri-
vacy or not. Not anymore. There’s a classic New Yorker cartoon by Peter 
Steiner with the punch line “On the Internet, nobody knows you’re a 
dog.”23 Things have changed a lot since 1993, when the cartoon made 
its debut. Today, a better adage would be “On the Internet, everybody 
knows you’re a dog. Sporting a blue collar. Interested in cats. Owners on 
vacation.” That’s because you’ve shared this information with social data 
refineries in order to communicate with your friends and get personal-
ized recommendations. The price involved seeing an ad for Puppy Chow. 
People assumed they could be anonymous on the internet.

But long before Facebook, data exposed personal identity. In the mid-
1990s, computer scientist Latanya Sweeney decided to find out exactly 
how anonymous an “anonymous” database of health data was.24 The 
Commonwealth of Massachusetts decided it was in the public interest to 
share information about state employee hospital visits with the research 
community. The government officials weren’t dumb; they knew it was 
inappropriate to share these data with people’s names attached, so they 
removed identifiers, such as each person’s name, address, and Social Se-
curity number. In order for the data to be useful for improving health 
policy, they kept a few bits of relevant data: sex, birth date, and ZIP code. 
By comparing those three bits of data to a second database—the voter 
registration rolls for the city of Cambridge, which was publicly available 
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for a twenty-dollar fee—Sweeney was able to pinpoint the record of the 
state’s governor, and “in a theatrical flourish, Dr. Sweeney sent the Gov-
ernor’s health records (which included diagnoses and prescriptions) to 
his office.”25

Sweeney estimated that 87 percent of the American public could be 
identified if you knew a person’s sex, birth date, and ZIP code.26 Later 
research put the figure closer to 63 percent—still a staggeringly high 
number given that this could be done without access to more unique 
characteristics like the ones people share every day on Facebook and 
other social data sites.27 An order-of-magnitude calculation reveals why 
it takes so few data points to pinpoint a person’s identity. With about 
40,000 active ZIP codes in the United States, and a total population 
of around 300 million people, on average a ZIP code has about 7,000 
residents, approximately half of whom are male and half female.28 If you 
assume an even distribution of births across the days of a calendar year, 
about 10 men or women in a ZIP code would share a birthday; factor in 
the birth year, and this surprisingly big number makes sense.

Next, consider the social data available to a typical refinery. The idea 
that a person couldn’t be identified by digital traces was shattered when 
two big refineries shared “anonymized” social data with researchers. 
First, internet service provider AOL released three months’ worth of an-
onymized search logs of 658,000 users for academic study. The data were 
also analyzed by two New York Times journalists, who managed to track 
down several individuals based on their search history.29 They could do 
this quite easily because people like to search for themselves and their rel-
atives, or for directions from their home address. Second, video-renting 
site Netflix announced a contest to increase the accuracy of predicting a 
person’s future rating of a movie. Since the researchers participating in 
the competition needed data to build their models, Netflix provided “100 
million movie ratings, along with the date of the rating” from 480,000 
customers.30 The customers’ names weren’t included, but two researchers 
at the University of Texas at Austin, Arvind Narayanan and Vitaly Shma-
tikov, managed to “de-anonymize” people in the data set by compar-
ing the anonymized data to reviews posted on IMDb.com, the Internet 
Movie Database.31 Since those reviews were already public knowledge, 
what difference did it make? Well, the Netflix customers didn’t post re-
views for every movie they rented, and some of their “private” movie 
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picks were quite revealing—or so argued the plaintiff in Doe v. Netflix, 
who feared her identity as a lesbian had been outed to the 50,000 re-
searchers who had access to the Netflix Prize database. (The lawyer who 
filed Jane Doe’s suit had previously fought to close down a Facebook 
feature that automatically posted a user’s Blockbuster video rentals for 
friends to see; going forward, you had to “opt in” to such sharing.)

Even if you are comfortable having your movie rental history shown 
to the world, chances are you would be quite uncomfortable having your 
entire search history revealed. If you’re like the majority of people, the 
most frequent address you enter into Google Maps is your home address. 
Where you live, where you want to go, what you need to buy, who you 
are curious about, and what you are worried about: these are among the 
most intimate details of our lives.

Now imagine being able to see an individual’s searches in real time. 
When visiting a friend from Stanford who was working at an internet 
search engine start-up in the 1990s, I got to watch as a string of user 
queries were received. One of them caught my attention: someone had 
just searched for “how to commit suicide.”32 What do you do? Do you 
track down the user through his internet service provider and IP address, 
then alert a suicide hotline? Would that be an invasion of privacy? Do 
you first try to understand the query against the user’s history, hoping to 
interpret the person’s motivation and put a more specific probability on 
the action “predicted” in the human response to the query? Perhaps he is 
a novelist researching a character, and harbors no intent to harm himself. 
But then you see the person’s next search is for “Golden Gate Bridge”—
where more than 1,600 people have committed suicide.33 Now do you 
step back from the monitor, from the individual, take a deep breath, and 
return to the job of improving search quality, ignoring that a person’s life 
might be at risk? There’s no easy answer here.

It is possible to gain insights into humanity’s preoccupations by ana-
lyzing search terms in aggregate. Google Trends identifies how interest in 
people, places, things, and ideas changes over time. For instance, searches 
for “cyberbullying” and “transgender” have been on the rise over the past 
few years, with those for “privacy” on the decline.34

Similarly, e-commerce transactions reveal attributes about you, and 
occasionally about the people in your life. For Amazon to deliver your 

9780465044696-text.indd   50 11/18/16   1:21 PM



	 Character and Characteristics� 51

order to you, it has to know which address to ship it to. It’s in your 
interest to make sure the address is correct if you want to get your pack-
age. Your purchase history, however, may be a confused mix of things 
you bought for yourself and for others. Amazon allows you to mark an 
item as a gift and ignore it when making product recommendations for 
you.35 Using these data, the personalization algorithm learns to treat an 
item you say you bought for someone else differently from your other 
purchases. If you buy a shirt for a woman as a present, you are sharing 
data about her physical build when you select the shirt’s size. If you buy 
the shirt during the week or two before Mother’s Day, and the recipient 
has the same family name as you, Amazon’s algorithm can infer your 
relationship. Amazon might even send you an email a year later recom-
mending great Mother’s Day gifts.

The “Your Amazon” page provides some degree of transparency and 
agency for users. You can see some of your raw data, including your 
purchase history, and control which of these are refined into personal-
ized recommendations. You can also add items that you’ve purchased 
elsewhere, whether recently or decades ago. In 2014, Facebook adopted 
a similar approach, giving you access to your Activity Log, a list of friend 
requests, likes, stories and photos in which you are tagged, event RSVPs, 
and more. You can delete individual data points from your history, 
should you wish. And because your digital identity on Facebook is used 
to generate personalized ads, deleting bits of your Facebook history af-
fects which ads you see.36

Deleting a few likes from your history of activity is unlikely to hide 
your overall pattern of behavior. In fact, Facebook activity reflects the 
personality attributes of a user quite accurately, as David Stillwell of the 
Psychometrics Centre at Cambridge University has found in his research. 
Stillwell recruited thousands of Facebook users to take a test that as-
sessed the strength of their “Big Five” personality traits—openness, con-
scientiousness, extraversion, agreeableness, and neuroticism—and then 
asked a separate group of subjects to review the individuals’ Facebook 
profiles and give their own assessment of their personality. The two as-
sessments matched surprisingly well. People tend to present an accurate 
portrait of themselves on Facebook—they are themselves when they are 
curating their social media presence.37 If a group of human strangers can 
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assess your personality from your Facebook Timeline, you can be sure an  
algorithm can as well. Revealing your secret tendency toward neuroti-
cism is the price you pay to keep your friends up to date on the events 
in your life.

In 2013, Stillwell and his colleague Michal Kosinski, along with a 
team at Microsoft Research, launched the app YouAreWhatYouLike to 
find out how well personality traits such as IQ, ethnicity, political be-
liefs, addictive substance use, and sexual orientation could be predicted 
from what a person does on Facebook. In 88 percent of cases, the au-
thors said, their “model correctly discriminates between homosexual and 
heterosexual men,” based on likes alone, even when those likes weren’t 
explicitly connected with political issues or rights.38 According to the 
researchers, among the good predictors of male homosexuality were likes 
of “Mac cosmetics” and “Wicked the Musical”; good predictors of male 
heterosexuality were “Wu-Tang Clan” and “being confused after waking 
up from naps.” Apparently, liking “curly fries” and “thunderstorms” ac-
curately predicted high intelligence.39 Employers are allowed to use IQ 
and personality tests to screen job applicants. Someday soon you may be 
asked to install an app that tries to deduce whether you’re exaggerating 
your propensity to be highly organized or calm under pressure.40

Data about your attributes might also coalesce without your active 
involvement. The huge numbers of photos posted online are a case in 
point. Not every photo of you is within your control, let alone your 
copyright. If you attend an event and someone snaps a photo as you’re 
passing by, it’s only a matter of time before your face is recognized. 
Facebook’s artificial intelligence research group, led by Yann LeCun, 
can identify whether two photos show the same face, nearly matching 
the performance of humans.41 The system, called DeepFace, analyzes 
the faces in photos and, if a human has tagged a name to a photo with 
the same face, DeepFace attaches the tag to the untagged photo. Other 
software is being developed to analyze the background and context of 
a photo, distinguishing whether you’re standing in a crowded bar or on 
an isolated mesa. If you tend to be photographed in one situation more 
than in another, an algorithm might classify you as a social butterfly or 
a lonesome adventurer.

As Microsoft Research scientist Cynthia Dwork and others have 
shown, the very existence of data and databases opens everybody up to 
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information disclosures. The point of a database is to get answers to que-
ries, and a sequence of queries can be framed in such a way that only one 
person in the database provides a positive answer to all of them. Cynthia 
often demonstrates this with the example of asking what percentage of 
people in a medical database of Microsoft employees carry the sickle cell 
trait, then asking how many employees who are not female, curly-haired 
distinguished scientists have it. The difference between the two answers 
tells you if Cynthia—the only female, curly-haired distinguished scien-
tist at Microsoft—has the trait.42

People share data with a refinery to obtain personalized results that 
help them in their decision-making. A database like the one described 
by Cynthia Dwork is relatively specific and constrained about the sort 
of data it collects—that is, “small data.” In comparison, the traces being 
collected by today’s “big data” refineries are mind-boggling. To get useful 
outputs from a refinery, you have to provide accurate inputs, such as your 
true interests and preferences. If you are not willing to give these data, 
you can expect nothing better than the recommendations for the “aver-
age” person in the population—meaning, you’re going to get whatever 
is most popular or relevant to Joe Public. If you supply incorrect data, 
chances are you’ll get outputs that are totally useless to you. There is a 
trade-off: more utility, less privacy.

What’s in a Pseudonym?

The decision to exchange or withhold identifying information carries 
consequences. Disclosing identity in one context may produce risk or 
harm; in another, not disclosing identity may produce it. Our distinct 
digital traces make anonymity practically impossible.

Still, it wasn’t until Facebook that real names were a common sight 
on the internet. Pseudonyms were the norm. This was partly an issue of 
logistics. Some names are so common it was impossible to let everyone 
adopt a username that was the same as their real name when there was 
no other means for differentiating the users; some sites didn’t provide 
usernames with enough characters to accommodate longer names. At 
the same time, there were also people who didn’t want to reveal their 
real name because they feared negative consequences such as identity 
theft, stalking, or repercussions at work or in their community for 
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voicing unpopular opinions. In any case, you could create a different 
username—or several usernames—for every newsgroup or service you 
used, if you wanted to do that. As a result, the first decades of the inter-
net were marked by an unprecedented fragmentation of identity. And 
in the process of adopting multiple pseudonyms, we explored new ways 
of interacting with others.

Traditionally, a person’s identity has consisted of simple data, like 
your name, date of birth, height, eye color, nationality, and place of res-
idence—basic information that could be used to verify that you really 
are who you say. The ability to verify a person’s identity is necessary in 
the enforcement of many rules and norms. For centuries, we have used 
identity passes to prove that we are allowed to enter a territory43 or checks 
and check cards to prove that we have money safeguarded in a distant 
bank vault that can cover the cost of a purchase.44 Your age or citizenship 
grants you certain privileges and responsibilities in society, such as the 
ability to vote or drink alcohol in public spaces, or the duty to pay taxes 
or serve in the military. We have learned to accept that we have to hand 
over a government-issued ID or number, enter a passcode, or answer a 
series of questions about our frequent flyer numbers or childhood pets in 
order to do quite a lot in life. 

Many of the digital traces you leave are produced through your inter-
actions with physical devices, and quite a few of these interactions are 
distinct enough to identify you, too. As people spend more time access-
ing the web through mobile phones and tablets, many data refineries 
are investing significant resources to exploring ways to stitch together a 
single identity across multiple devices based on behavioral regularities. In 
addition to requiring users to sign in, digital traces provide clues to who 
is using what device. For example,  some people tend to make the same 
typographical errors again and again, catching and correcting certain 
ones more frequently than others. People also have idiosyncratic ways of 
looking for information online.

Your physical interaction with devices leaves traces, too. Uri Rivner, 
co-founder of the Israeli company BioCatch, believes that digital finger-
prints in how users operate a computer, tablet, or mobile phone are “a 
way to authenticate your mind by observing what you do and how you 
do it.”45 BioCatch designs its data collection by forcing users to perform 
actions that verify their identity without their realizing that this is what 
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they’re doing. The company isn’t interested in what you’re searching for 
but in how you’re searching for it. Do you thump your touchscreen vig-
orously or gently pat it? How much tremor is in your hand when you 
hold your mobile phone? Where on the screen do you indicate that you 
want to scroll up and down? How quickly do you drag your mouse? Do 
you prefer to launch new tabs from links or to navigate back and forth 
from an existing tab? BioCatch’s clients include banks looking for addi-
tional ways to authenticate their customers.46

There are other areas in which real-time data analysis can help to verify 
identity—for example, when credentials aren’t reliable or readily avail-
able. Web- and app-based games for children have to negotiate a range 
of issues, from user safety to appropriateness of content. On the simplest 
level, a site that offers games for six- to sixteen-year-olds has to find a way 
to ensure the right games are suggested to each user. And the games’ de-
velopers aren’t merely concerned about whether an eight-year-old might 
start playing a game that’s rated as appropriate only for teenagers; a child 
will quickly get frustrated by games that are too difficult for her, and 
bored by games that are too easy. A site can’t depend on the age entered 
into a user account profile, since siblings who share a computer might 
very well start playing a game while another family member is signed 
in. Instead, the sites analyze the player’s interactions with the game to 
estimate her age. Often as a site safety measure, players can choose only 
between prescripted sentences in chat dialogues, in order to decrease the 
possibility of a player inadvertently sharing an address or other sensitive 
data with an adult pretending to be a fellow child. It turns out that older 
kids choose different scripted answers than do their younger cohorts. In 
addition, game sites’ models are reportedly able to identify the age of a 
child within an accuracy of three to six months based on mouse move-
ments, because the development of fine motor skills is highly correlated 
with age in children and young teenagers.47

Fooling a machine-learning system that looks at such implicit traces 
is a lot harder than faking explicit attributes. If you’re in a hospital and a 
person wearing a white coat and a stethoscope around his neck asks you 
to undress, you’re probably going to assume that the person is a legiti-
mate doctor. Yet, people have been known to adopt a false identity, for 
one reason or another. In January 2015, a seventeen-year-old was taken 
into custody by police after spending a month at a Florida medical center 
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posing as a doctor—a white coat and stethoscope having got him past 
the hospital’s security guards.

Historically, pseudonyms have been used as a means for exercising free-
dom of expression. When “Publius” published the first of The Federalist 
papers in 1787, “he”—that is, Alexander Hamilton, James Madison, and 
John Jay—was batting off scathing criticisms of the newly released draft 
of the US Constitution. Few of the combatants in the debate revealed 
their identities.48 George Eliot, born Mary Ann Evans, adopted her pen 
name to avoid the stereotypes commonly attached to nineteenth-century 
woman writers, who she said—in an anonymous essay, no less—wrote 
“silly novels” marked by “the frothy, the prosy, the pious, or the pedan-
tic.”49 She wanted her characters and her words to be taken seriously, 
which, she believed, would be impossible if readers prejudged her writing 
by the name on the book’s cover.

Sometimes, the motivation for adopting a pseudonym is less about 
freedom of expression than about making a break from past history. In 
1947, a man called Hans Fallada (his “real” name was Rudolf Ditzen) 
penned Every Man Dies Alone, the fictionalized account of a German 
husband and wife who begin a quiet campaign of resistance against the 
Nazis. Fallada had been commissioned by a Soviet cultural attaché to 
review Gestapo files and weave a great anti-fascist tale out of them.50 Yet, 
Fallada wasn’t concerned about tying his well-established writing identity 
to the politics of this book. He’d adopted his pseudonym years earlier. It 
seems he wanted to divorce his writing and his literary reputation from a 
notorious suicide attempt.51

These three famous pseudonyms share a characteristic: their owners 
wanted them to be persistent and to gain a reputation. Publius always 
wrote in support of ratifying the Constitution. Eliot and Fallada used 
their pen names for all of their published works. These authors wanted 
to have their creative output tied to a single identity.

In the early days of the internet, adopting several pseudonyms seemed 
like a great option. Unfortunately, there was a problem: it’s easy to create 
a new pseudonym, but how can you be sure this new username does 
not correspond to a person who was booted off the site a week earlier? 
A site might insist on having an email address registered with every 
pseudonym, but email accounts are easy to create, too. Some platforms 
responded by creating complicated registration forms, which make it 
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slightly more costly to set up a new account, but such obstacles don’t 
prevent a dedicated fraudster from hiring a legion of people or bots to 
fill them out. The “social cost of cheap pseudonyms,” in the coinage of 
economist Eric Friedman and information scientist Paul Resnick, can’t 
be eradicated this way.52

Could the cost of pseudonyms be increased enough in some way so 
that they are as useful as a real name? It depends on the situation. When 
trust needs to be established from the very first interaction, it makes 
sense to adopt a “real name” policy; doing so allows you to import a his-
tory of past behavior—say, with your bank or your credit-card company. 
In contrast, adopting a pseudonym requires you to build up a reputation 
over time, starting from zero.

When I was at Amazon, we looked at whether customer reviews were 
more valuable to other users if they were posted under a pseudonym or 
a real name.53 We knew that if we required users to sign in to their Am-
azon account, even if they chose a pseudonym for their display name, 
they would be less likely to post “unuseful” reviews. We’d also seen that 
customers gave more weight to non-anonymous reviews. Thus, whenever 
an Amazon customer changes his display name, all of the bylines on his 
reviews, past and present, are updated to show the new name so that 
his reviewing history remains intact. The person’s identity and reviewing 
history is persistent, but the pseudonym presented to the public doesn’t 
have to be. Amazon could have insisted on a real-name policy for re-
viewers, since every one of Amazon’s customers has a real name—as con-
firmed by the account’s credit card. However, it turned out that the most 
important factor was whether Amazon indicated that the reviewer had 
actually bought the product. People do put more trust in opinions that 
are signed—but in this case, with data about a reviewer’s purchase rather 
than a name. Reflecting this finding, Amazon changed how it computes 
the “average” star ratings for a product and increased the weight on ver-
ified-purchase reviews.54 (Amazon has also sued several companies for 
allegedly paying customers to write “five-star” reviews.55)

There are other trade-offs to anonymity. Consider the subtle differ-
ences between filling out a paper “comment card” at a place you frequent 
and answering an online survey. Although a comment card is ostensi-
bly anonymous, many people don’t fill them out, and not just because 
they’re lazy. People know they might be identified from a number of 
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attributes—their handwriting, their word choice, the topics that they 
raise, and the time at which they stuffed the card in the box. They may 
fear repercussions for sharing negative comments. Further, an anony-
mous comment is, by definition, a “one-time game.” There’s no dialogue 
between the two sides, no chance to clarify a person’s meaning or inten-
tions, and no incentive to cooperate. This allows the recipients of the 
feedback to dismiss it—as noise, an outlier, something specific to the 
moment and not indicative of the need to make a change. Anonymous 
feedback can be shrugged off as self-serving or malicious.

Online discussion boards like Reddit have to address the problems in-
herent in anonymity through machine learning. Reddit usernames can 
be utilized for every interaction with the community or just for a single 
post or vote, never to be heard from again. Every pseudonym is given 
free rein to express itself, and people are encouraged to try on various 
personas when contributing to the platform. At no time in the process 
are users asked to attach an email address or a real name to the account; 
the site’s founders had no desire to hold people accountable in this way. 
Accountability develops in other ways. After you post something inter-
esting, others chime in, amplifying your post or comment or arguing 
against it, adding their own comments or upvoting or downvoting ear-
lier ones. If a post or comment is downvoted often enough, it is  pushed 
to the bottom of the rankings and gets listed under the heading “com-
ment score below threshold”—though it can still be viewed, and voted 
on, by anyone who makes the effort to look for it. Reddit encourages 
a dialogue to develop between users and ultimately lets them decide 
which comments are worth their time and which ones aren’t.

What matters most to Reddit is that the discussions that get featured 
on its “hot,” “rising,” and “controversial” lists are genuinely interesting to 
lots of different people, not lots of different pseudonyms. Being ranked 
among the top twenty-five discussions on one of those lists often leads to 
widespread attention across the internet. Instead of spending lots of time 
and money on human moderators to enforce rules and regulations, Red-
dit has relied on machine learning to decrease “vote fraud,” where indi-
viduals adopt different usernames not to express opinions but to upvote 
their postings and downvote others’. When multiple pseudonyms are ac-
tive and in sync, originating from similar IP addresses or displaying sim-
ilar writing styles, the pseudonyms are “ringed” together as confederates. 
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Votes received from confederates are given less weight, and might get 
entirely ignored.

Honest Signals

In 2016, more than 100 million people turned to apps and websites to 
meet people for casual encounters, dating, courtship, and long-term rela-
tionships. The problem is how to find a person who wants what you offer 
and offers what you want, and—the hardest part—returns your interest 
when you are looking for it.

When it comes to dating, some people are truthful, on some topics, 
some of the time. The distribution of truthfulness varies from one person 
and one situation to another. Sometimes people might just be experi-
menting to find out what they really want. What people say is one signal. 
What they do is another. The signals revealed through a person’s actual 
behavior are what social scientists call “honest signals.”

Designing a dating app’s user interface and recommendation algo-
rithms is particularly challenging, since users might consider certain at-
tributes dear to their heart when their site usage tells a very different story 
about who they find attractive. Christian Rudder, one of the co-founders 
of OkCupid, has shown that users may not fully realize or want to admit 
the strength of their racial or ethnic preferences.56 But a simple count of 
clicks and contact messages will quickly reveal these preferences.

It’s a bit like the old problem of movie ratings. When Netflix asks us-
ers what they think of critically acclaimed films like Citizen Kane or the 
documentary Blackfish, a huge proportion of people give them five-star 
ratings because they believe they’re supposed to rate them highly. Netflix 
can recommend films to you based on your ratings, but those ratings 
are only as useful as they are honest, and you have to be able to see evi-
dence that responding truthfully is going to benefit you. Netflix found 
that a more honest signal of your interest in a category of movie is how 
long you actually watch the video. In other words, viewing data are 
more useful than reviewing data for making recommendations.57 This 
phenomenon is related to Richard Nisbett’s observation that people 
often don’t understand the cognitive processes behind their behavior 
and decisions. There are limits to our capacity for self-understanding 
and introspection.58
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In the real world, some preferences and attributes are uncertain. Most 
people don’t dismiss an amazing potential date for being a few months 
older than their ideal. Yet, while working as a consultant with several 
dating sites, I discovered that far more people were reporting their age to 
be twenty-nine than thirty.59 This could not reflect reality. Did the bogus 
twenty-nine-year-olds lie about their age when they initially made their 
profile, or did they change it after interacting with the app and realizing 
they were “too old” to show up in response to searches conducted by the 
users they were interested in? This got me thinking about how seeing 
users’ edit history might change their behavior.

Some edit behavior would be considered acceptable and understand-
able. For example, after a few dates a person might decide to revise the 
interests he listed because he felt he was overselling his rock-climbing 
prowess or discounting how much he enjoys going to concerts. Similarly, 
he might revise the description of who and what he is looking for. Other 
changes might raise red flags for other users—such as frequently toggling 
between saying he is single and saying he is in a relationship. 

Imagine a scenario where users have the ability to see not just the 
edit history but also the communication history. A common problem on 
straight dating apps is that women are often inundated with hundreds 
of messages while some men get no messages at all. To stimulate more 
symmetrical communication, dating apps have tried to limit the number 
of messages a person can send over a certain period of time. But because 
the inventory on dating apps changes daily, with users cycling in and out 
of circulation, this is a recipe for frustration. What if Miss Match acti-
vates her profile the day after you’ve used up your monthly quota, and by 
the time you can send messages again she’s disappeared? You don’t know 
if the algorithm has buried her further down the search results because 
you didn’t get in touch earlier, or if she’s started dating someone else. 
Rather than enforcing hard limits, a dating app or site might increase 
transparency and reveal the honest signals of user behavior. For example, 
each profile could indicate how many messages the person has sent and 
received in the last day, week, and month, as well as the average response 
rate and response time. This would put everyone in a better position to 
decide whom to contact.

Such dashboards are already being used on some dating apps. The 
gay dating app Jack’d provides data on a user’s reply rate to incoming 
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messages and descriptive statistics (the distribution of age, ethnicity, 
body type, etc.) about the people he’s actually shown interest in (not 
just what he said interested him on his profile). For simplicity, Jack’d’s 
data on a user’s tastes are not based on clicks or incoming or outgoing 
messages, but solely on the user’s “Favorites” list and the “Match Finder” 
tool, which allows users to express interest in someone and sends an alert 
only when both parties say they’re interested. This transparency allows 
users to fully explore not just their options but their chances. If a guy 
you want to approach replies to only 12 percent of messages, then you 
might decide to spend your time contacting someone else—especially if 
90 percent of the users who catch his eye describe themselves as having 
“big muscles” and you are anything but that. 

More private than these explicit signals to other individuals are the 
richest data any dating site has: the trail of clicks each person leaves be-
hind while exploring user profiles. Interpreting the motivation behind 
those clicks is complicated, however. When working with Match.com, I 
came across a user who had blocked a large number of black women. The 
obvious hypothesis was that he was racist, right? Wrong! When we looked 
at his filter settings and his clicks, it became clear that the opposite was 
true: he was singularly interested in black women, specifically in those 
who described themselves as “curvy.” To avoid wasting time and effort, he 
was blocking those women he’d already tried to hit up but with no luck. 
These are the fun problems to solve as a data detective. Coming up with 
good stories and telling them well are essential to understanding data.

To tell a story with data, you have to find a way to take the perspective 
of the user. And as with any story, the context is important. What we 
want changes with the time of day—or the time of night. When I was 
advising Singapore-based dating site Fridae, we observed that the kinds 
of profiles users explored at 2 o’clock on a Friday afternoon were different 
from those they explored at 2 o’clock on a Sunday morning. Fridae’s data 
science team then had to decide how to use that information for ranking 
the profiles it presented.

Dating sites are increasingly giving users the option of revealing who 
they “really are,” by encouraging them to add links to a Facebook profile, 
or to an Instagram or Twitter account. But that doesn’t mean bad behav-
ior has disappeared. Sebastiaan Boer, a data scientist at the mobile dating 
platform Skout, wrote an algorithm to filter out inappropriate messages.60 
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It was informally called “the creepinator.” What was inappropriate? What-
ever was identified by the clicks and interactions of users. If someone was 
blocked by lots of users, he was a creep—probabilistically speaking. And 
if someone sent repeated, unreciprocated messages to a specific user, he 
may be creepy—to that person. Over time, the algorithm learned what 
content tended to be found in messages that got a user blocked or went 
unanswered. Typically, negativity creeped into the messages. Words such 
as “nasty” or “ugly” were one hallmark, but defining inappropriateness 
was more nuanced. One person’s turn-off was someone else’s turn-on. If a 
pattern of blocking emerged, the creepinator stopped messages from be-
ing delivered. In addition, excessive messaging to a specific user without 
ever getting a response would get throttled. The creepinator’s goal was to 
maintain a positive environment for the majority of users.

I started this chapter by mentioning how my education and experi-
ence as a physicist have helped me design, run, and analyze experiments 
with social data. Many social data experiments involve watching how 
changes in the design of a refinery influence how people behave. If you 
let a dating app user see that a person he is interested in rarely responds 
to messages, will he spend time carefully crafting a message for the ob-
ject of his attraction, or will he skip the effort and look for someone 
more likely to respond? What’s more likely to encourage a creep to stop 
sending messages, an administrator telling him to stop or getting zero 
responses? How does experimenting with identity attributes change a 
user’s response rates? If a person experiments with identity, when does 
it cross the line and turn him into a fraudster in the eyes of other users? 
Greater transparency about users’ behavior allows people to decide for 
themselves whether the character presented in a profile matches up with 
the characteristics of their Mr. Right (or Mr. Right Now).

Calling for Accountability

When it comes to privacy and accountability, people always demand 
the former for themselves and the latter for everyone else.61

DAVID BRIN

Another pseudonym is playing a significant part in the formation of 
identity: your phone number. When telephones were first installed in 
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homes, an operator would phone you, announce the other party, and 
ask whether you wanted to accept the call. That job of a human making 
the connection was soon replaced by machines. With the development 
of rotary pulse dialing and automatic exchanges, people called each other 
directly, and you had to reveal that you were available to receive the call 
in order to find out who was on the other end of the line. Yet, as long as 
the price of making a phone call remained pretty high, families got very 
few unwanted phone calls. When prices started falling, telemarketing 
became financially viable. Then, in 1990, around the same time as the 
web was invented, a tone-dialing system was introduced, making Caller 
ID possible.

Initially, there was some resistance to the idea that your phone num-
ber—and possibly your name—would be automatically transmitted to 
the person you were calling. But now this has flipped, and people are 
unlikely to accept a call when the caller’s identity has not been shared 
with them. “Unknown” numbers are sent to voicemail. In order to get 
people to answer your call, you have to let them know it is you call-
ing. You might feel more secure not sharing your own number, and you 
might also feel more secure if callers shared their number with you. But 
communication works better when it is symmetrical—that is, when both 
sides know each other’s identity.

Alex Algard, the founder of the online phone number directory 
Whitepages, believes it’s possible to force greater transparency on phone 
communications for the benefit of all users. By taking advantage of its 
massive database of phone numbers, Hiya (formerly called Whitepages 
Caller ID) provides identification for incoming calls, regardless of the 
caller’s settings or the contact list on your mobile phone—an especially 
useful service in these days of increasing phone “spam.” Hiya assigns a 
category, such as “telemarketer,” to the phone number based on mining 
online sources and analyzing the pattern of calls from the number to 
Hiya subscribers. As a society, we have to decide if both sides of the con-
versation have a right to know the identity of the person on the other end 
of the line. If the answer is yes, then we have to also decide what each of 
us is allowed to do with that data.

This issue is somewhat tricky, however, because a persistent identity 
is a necessary but not sufficient condition for generating trust. Know-
ing who someone is merely provides a means by which you can call an 
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individual to account if that person misbehaves. I know a couple people 
who have posted screenshots on Facebook of what they felt was inappro-
priate behavior on a dating app. In the first case, the other party wouldn’t 
take “I’m not interested” as an answer; in the second case, the other party 
was insulting. Both recipients could have hit the “block” button and left 
it at that. But both of them decided to share the bad behavior with their 
friends.

What are the expectations of privacy when you communicate with 
someone today? The recipients of the unwanted dating messages noted 
above could argue that sharing these “private” messages served the best 
interests of their community of friends. The screenshots served as a warn-
ing to other individuals who may be on the app about those cases of 
misbehavior. Indeed, neither culprit’s photo nor username was blurred 
in the screenshots, so there was nowhere to hide among the recipients’ 
Facebook friends. Similarly, if your boss sends you an unfair email rant, 
you can easily forward it to your friends or post it online. The law might 
say you were in the wrong for doing so, because the email was a “con-
fidential” communication, intended for distribution solely within the 
company. But sharing the email also has a public benefit—it lets poten-
tial employees know a bit more about the company’s working conditions.

To some extent, how we react to a person sharing a private communi-
cation depends on how trustworthy we think she is. A screenshot can be 
faked very easily. On a discussion board like Reddit where users are es-
sentially anonymous, you have little way of verifying the poster’s identity, 
let alone the messages themselves. On Facebook, the poster is usually a 
person we know (or who knows someone we know). And since accounts 
are hacked only infrequently, the person’s decision to post the screenshot 
is reined in by the downside of having friends know she might share 
private messages with others. Still, this doesn’t mean we should assume 
the screenshot is real. It might have been fabricated with the intent to 
discredit someone.

After the screenshot, real or fake, was posted, it was just like any other 
piece of data: it could be shared by anyone who came across it. What if 
one of those Facebook friends was outraged or amused by the message 
and took a screenshot to share with her friends? Or if a friend of that 
friend decided to tweet it? Next thing you know, a facial recognition al-
gorithm has identified and labeled the photo with the person’s name. By 
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then, it will be deprived of its original context, perhaps even the identity 
of the person who first shared the screenshot, but it will be discoverable 
by anybody searching for information about the person.

What protection might a person get for their character online in the 
future? One option was suggested by the European Court of Justice in 
May 2014, when it ruled in favor of a person’s “right to be forgotten.” A 
Spanish man was tired of prospective employers and landlords turning 
up an article about how he’d lost his home because of unpaid taxes, es-
pecially since he’d gone on to pay off his debts.62 He didn’t ask to purge 
the official records of the foreclosure. He simply wanted the page to stop 
showing up when people searched for his name on Google. The court 
decided that people should have the right to have pages removed from 
search results when they felt they were being harmed by them. On the 
first day after the European Court ruling went into effect, more than 
12,000 requests were submitted to Google; the average has settled to 
around 700 requests per day.63

Google has publicized some of the requests to remove links that were 
submitted to the company after the Spanish man’s victory. An Italian 
woman asked that an article about the murder of her husband more than 
a decade earlier be removed from search results for her name. A Latvian 
activist who was injured during a protest asked that an article about the 
protest be removed from search results for the person’s name. A German 
teacher “convicted for a minor crime” more than a decade earlier asked to 
have an article about the conviction removed from search results, too. In 
each of these cases, Google decided that the individual’s right to be for-
gotten outweighed the “public interest in the content.”64 These requests 
appear reasonable, but should it be up to Google—and, presumably, its 
lawyers—to decide what is in the public interest? 

Back in 1890, when those two legal eagles, Samuel Warren and Louis 
Brandeis, made their case for a “right to privacy,” they were particularly 
interested in an individual’s fundamental ownership of a personality.65 
Who wants to have an embarrassing snapshot published for everyone 
to see, without having any say in the matter? The idea was that the law 
should require people to treat each other humanely. The original con-
cept of a “right to privacy” was intended to preserve dignity.66 It was 
commonly believed at the time that unchecked liberty would lead to a 
tyranny of the masses. Liberty was a bad thing.
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An insightful paper by two law professors, Paul Schwartz at UC–
Berkeley and Karl-Nikolaus Peifer at the University of Cologne, looks 
at how notions of privacy and personality protect us (or fail to do so) in 
the courts.67 They describe two books, the first of which is a “kiss-and-
tell” memoir by a best-selling American author recounting her struggle 
with vaginal pain and its effect on her physical and psychological health, 
including her relationship with her former boyfriend. The author never 
named the boyfriend and changed details of his life, but the man said 
his friends and business associates all knew about their relationship, and 
the depiction of their sex life had caused him to suffer “severe personal 
humiliation” and “considerable damage to his reputation.”68 The judge 
agreed that the man was identifiable, and that he had been painted in a 
pretty bad light, but asserted that the public benefit of the memoir was 
greater than the harm to him. Only a small circle of people could identify 
him based on publicly available attributes, and that was most import-
ant. The other book, published in Germany, was an autobiographical 
novel featuring thinly veiled versions of the author’s ex-girlfriend and 
her mother. Though the novel contained “a traditional disclaimer that 
all characters in it were invented,” the German judge found that any 
person who knew the ex-girlfriend or mother could see the characters 
were based on them.69 In this case, the judge ruled that, since the ex-girl-
friend’s sex life was ostensibly private, only the ex-girlfriend’s rights had 
been harmed, while her mother’s interfering involved other people, and 
thus was publicly known already. The German “right to personality” pro-
tected the girlfriend from the indignity of having her sex life sold for 
public titillation. The novel was pulped.

These two court decisions seem almost quaint when you think about 
my friends posting screenshots from a dating app on Facebook. Let’s as-
sume the screenshot is real. How then should a judge take into account 
the right to privacy and the right to personality? Is a chat on a dating app 
presumed to be private? Would it matter if the screenshot obscured the 
name and photo of the person who’d sent the unwanted messages?

I also mention these decisions because of the critical role that weigh-
ing public benefit against private harm plays in them. The exponentially 
increasing amount of social data clearly presents unprecedented opportu-
nities. In which cases does the harm to an individual outweigh the aggre-
gate benefit to the masses? With more data refineries being designed for 
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supporting decisions in areas ranging from finance to employment and 
from education to health care, we need to develop more sophisticated 
tools for evaluating these trade-offs.

As scientist and award-winning science fiction author David Brin 
notes, it seems everybody wants privacy for themselves and accountabil-
ity for the people they interact with. You can’t have it both ways. And 
because privacy is an illusion, we all need to get used to being more ac-
countable. A good start is to be more accountable to our friends.
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CONNECTIONS AND CONVERSATIONS

Identity and Reputation in the Social Graph
Who Do You Know, Who Do They Know,  
And Who Do You Trust?

A man’s friendships are one of the best measures of his worth.1

CHARLES DARWIN

A friend of a friend of mine, a young woman whom I’ll call Rebecca  
Davis, recently got approached online by a recruiter about a possible new 
job. The recruiter had noticed Rebecca’s profile on LinkedIn; she seemed 
to be a young marketing professional on the rise, someone who got ku-
dos from her colleagues, including a few from her days as an intern at a 
well-respected Silicon Valley firm. It was an awkward situation, however, 
because Rebecca isn’t a real person. She’s the invention of our common 
friend, who decided to see how hard it would be to create and maintain 
a fake personality online.2

Rebecca exists on several social media platforms. She started her life 
on Facebook, where she went about the difficult task of getting people 
she couldn’t possibly know in the real world to accept a friend request. 
She might have sought out D-list celebrities looking for fans, or tweens 
hoping to tally up more virtual pals than their peers at school, but the al-
gorithms would have easily spotted a profile whose friends consisted only 
of such undiscriminating types. Instead, Rebecca sent a friend request to 
a select group of targets:
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Hi, my name’s Rebecca. I really love my name—it’s so much of who I 
am. I bet you feel the same way, too. So I’m trying to make friends with 
everybody else called Rebecca on Facebook!3

She also reached out to all the Rebekahs, Beckys, Beccas, and Rebas on 
Facebook that she could find, because our friend realized that a genuine 
human would group those names together as essentially synonymous.

Amazingly, Rebecca quickly built up quite a social network—not just 
fellow Rebeccas but those Rebeccas’ friends. She started to receive birth-
day wishes, so she did what friends on Facebook do: she reciprocated each 
time Facebook notified her of an event in a person’s life. She also posted 
occasional status updates and food photos, and asked for general advice 
about dating and her job. Neither Facebook’s algorithms nor Rebecca’s 
friends could work out that she wasn’t a real person, because the account 
behaved like a human would. With all these friends and messages, Re-
becca’s identity was established by her pattern of digital communication.

Eventually, it seemed time for Rebecca to get a profile on LinkedIn. 
Based on her date of birth and posts, she had graduated from college and 
needed a job. By now, she had an email account and a Facebook profile 
to prove her existence on other social networks. Her inventor bestowed 
Rebecca with an internship, an entry-level job, and a first promotion in 
one fell swoop.

But creating a believable career track on a website dedicated to pro-
fessional networking is more difficult than creating a Facebook profile, 
especially when the site starts suggesting contacts whose tenure at a com-
pany overlaps with your purported days there. Still, more than a dozen 
people who worked at companies where Rebecca had supposedly worked 
added her as a contact. She even got a few endorsements for her work. 
Was it that people were confusing her with another, real Rebecca, or that 
people were so eager to extend their network of contacts that they ac-
cepted Rebecca’s contact request without looking too closely? In any case, 
Rebecca’s supposed experience and mutual connections were enough to 
attract more than one recruiter’s eye.

Being able to see a handful of mutual confirmations and interactions is 
often sufficient evidence of a person’s humanity, as Rebecca’s profile can 
attest. What makes a fake person with a Facebook or LinkedIn profile 
appear more authentic than a stranger with no profile at all? Let’s begin 
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by distinguishing between five categories of data associated with a Face-
book account:

	 1.	 your username and password, allowing you to sign in to Facebook 
as well as other sites and apps using your Facebook log-in;

	 2.	 attributes about yourself that you declare on your profile, such as 
your hometown, your place of residence, your phone number, the 
schools you went to, the places you’ve worked, and your gender 
identity and sexual orientation;

	 3.	 your list of mutually confirmed friends and groups;
	 4.	 your posts, comments, and likes—that is, the data you share with 

your friends; and
	 5.	 your interactions with your friends’ posts, comments, and likes—

that is, the data you and your friends create together when you in-
teract on Facebook.

The first two categories are relatively static data—information that 
doesn’t change or changes somewhat infrequently, and which isn’t open 
to comment by others. The rest of the data—our connections and con-
versations—change at a time scale of weeks, days, hours, sometimes even 
minutes, and are, by design, set up as a dialogue.

Of course, some of our connections and conversations reveal more 
about us than do others. Data refineries like Facebook and LinkedIn 
specialize in measuring, aggregating, and analyzing our communication 
networks and patterns to improve the recommendations made to us—in-
cluding the recommendations about the people we know or might want 
to get to know. People have been gathering information about whose 
advice to take and whose word to trust for thousands of years. Now the 
capacity to map human relationships at the scale of the whole world is 
transforming how we make decisions. And the more transparency and 
agency we demand from the refineries, the more value we’ll get in ex-
change for sharing details of our personal relationships.

Darwin was especially attuned to the “duration of a man’s friendships” 
as an indicator of the man.4 But in the era of social data, duration is 
merely one of several dimensions of friendship that can be measured, 
aggregated, and analyzed. If you rarely if ever interact with somebody 
online, a data refinery knows it. What does it say about you if your 
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relationship with another person goes no deeper than a single click? 
Quite a lot, as it happens.

Your Neighborhood in the Social Graph

You may have noticed that the first two categories of Facebook data that 
I described—name and characteristics—communicate a traditional con-
cept of personal identity. In some contexts, these bits of data are verified 
by authoritative institutions, such as a government agency checking your 
name, date of birth, and physical appearance against its records when 
you apply for a driver’s license. To confirm your identity, some data re-
fineries might ask you to supply a scan of a government-issued ID. For 
many of our activities online, however, new forms of identity verification 
are emerging that are based on the structure and pattern of relationships 
and communications between people, or your social network.

Identity is both personal and social—think of your association with 
a place of worship, club, sports team, employer, or other organization. 
Much of the time, we construct our identity relative to others, announc-
ing to people that we consider ourselves a member of various groups 
through our actions and interactions. The anthropologist Robin Dunbar 
proposes that human language evolved out of a need to “groom” friends 
and family; chatter allowed us to stroke each other more efficiently than 
pulling nits out of tangled hair.5 In other words, gossip isn’t always mer-
ciless; it can also be supportive, confirming mutual intimacy and feeding 
our social circles with news. It allows us to share useful data about how 
well or how badly members of our group are conforming to social norms. 
We kick out people who have a pattern of bad behavior and provide pos-
itive feedback to reinforce the performance of good behavior.6 Humans 
are conspicuous communicators of relationships.

Dunbar believes that we evolved to perform this grooming in per-
son, and that we are cognitively incapable of juggling more than around 
150 relationships at a time.7 Our brains, our bodies, and our tools have 
changed and developed since our hominid ancestors branched off from 
their primate cousins some 4 million years ago. We aren’t chimpanzees 
or bonobos, despite how much DNA we share with them. We can travel 
halfway around the globe in less than a day, and videochat with a person 
thousands of miles away. New possibilities for creating and maintaining 
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relationships are emerging, enabled by mobile and social technologies. 
Data refineries make it possible for us to gain access to pertinent and 
personal information about millions of real and potential friends.

Mark Zuckerberg popularized the use of the term “social graph” to re-
fer to how people are connected on Facebook,8 which uses algorithms to 
analyze those connections in order to recommend new contacts and con-
tent. The term comes from the field of graph theory, the mathematical 
study of pairwise connections. In essence, there is only one social graph, 
and you live in a neighborhood of it, your particular social network.9 To-
day, with more than a billion people using Facebook, we’re getting close 
to digitizing the entirety of the social graph. This was quite unexpected. 
Before modern communications, the largest social networks studied were 
on the scale of a village, a school, or a company.

Pre-internet studies of social networks give a sense of the incredible 
richness of data now available to Facebook and other platforms for com-
municating with your friends and contacts. The psychiatrist J. L. Moreno 
began to create “sociometric” diagrams, or graphs, of interpersonal rela-
tionships and influence in the 1930s.10 In a notable case, he investigated 
the cause of “an epidemic of runaways” from a school for delinquent girls 
in New York State.11 The girls who had decided to flee the school lived 
in various dormitories and came from various backgrounds. The super-
intendent was stymied and asked Moreno for help. Moreno mapped the 
friendships between students, noting their feelings toward one another, 
as well as their activities and intelligence level. Some girls were the cen-
ter of attention, attracting admirers into their social orbit; some pairs 
described having an equal feeling of friendship, fastening to each other 
with a mutual bond. The runaways were all strongly connected. The run-
aways shared friends, but they also shared attitudes and values, Moreno 
argued.12

Moreno’s analysis suggested that the social graph influenced a person’s 
decisions. But would this be the case in other areas of life? One answer 
comes from research conducted by sociologist Doug McAdam into the 
motivations of activists who applied to take part in the famous Freedom 
Summer of 1964. Committing to the civil rights project proved “phys-
ically and emotionally harrowing,” and three activists were kidnapped 
and murdered within days of arriving in Mississippi.13 The nightly news 
made it all too clear that this was going to be a very risky endeavor, and 
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not everyone who applied ended up participating: about 25 percent of 
accepted applicants withdrew before the summer’s start.14 By studying 
the project’s application forms, McAdam learned that those who made it 
to Mississippi were more likely to have strong ties with another Freedom 
Summer participant or civil rights activist—and this was more important 
than any previous personal history of activism.15

More generally, mapping relationships and communication patterns 
provides insight into the movement of information and the concentration 

One of Jacob Moreno’s early “sociometric” diagrams tracing the connections between 
runaways and non-runaways at a school for delinquent girls. From Who Shall Survive? 
A New Approach to the Problem of Human Interrelations by J. L. Moreno, courtesy of 
Jonathan D. Moreno.
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of expertise. Business school professors and management consultants 
have made a practice of comparing the difference between the formal 
organizational chart (who reports to whom) and the informal flow of 
information (who goes to whom with what kind of a problem).16 Often, 
social network analysis can be used to identify bottlenecks in commu-
nication flow—and prescribe ways to improve corporate management. 
For example, IBM’s Institute for Knowledge-Based Organizations de-
termined that a mid-level manager at a petroleum company had such a 
high “reputation for expertise and responsiveness” that “the number of 
information requests he received and the number of projects in which he 
was involved grew excessively.” As a result, the manager was under a lot 
of stress and the company’s projects were getting delayed.17

These sorts of early social network analyses were often based on data 
collected through interviews, surveys, and, very occasionally, direct ob-
servation of subjects. Today, with most communication being digital, 
researchers have access to the digital traces of the social graph. Analyzing 
phone logs is one of the simplest ways to discern a social network—true 
even in the days before mobile phones. To connect you, the phone com-
pany needs to know what number you wish to call; to bill you, it has to 
know how long you stay on the phone. Phone companies are proficient in 
this data tracking. In 1991, MCI Communications unveiled the “Friends 
& Family” program in an attempt to wrest customers from AT&T, which 
controlled two-thirds of the long-distance market.18 MCI asked custom-
ers to list up to twenty numbers that they could call long-distance at a 
discounted rate—they got 20 percent off their bill if they made more 
than ten dollars’ worth of long-distance calls in a month. They could 
even name people who weren’t MCI customers, and MCI would contact 
those individuals to sell the loyalty plan to them. Within two years, 10 
million customers were enrolled in the plan.19 The phone company had 
given customers a financial incentive to persuade their frequent contacts 
to switch to MCI.

Email messages provide another data source for social network analy-
sis. In the late 1980s, Michael Schwartz, then a professor of computer sci-
ence at the University of Colorado–Boulder, wanted to solve the problem 
of how to discover people on the internet who shared interests with you. 
(This was a few months before Tim Berners-Lee proposed the architecture 
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for the World Wide Web and made finding things on the internet con-
siderably easier.20) Mike analyzed two months of email communica-
tions at fifteen universities and research labs, including UC–Berkeley 
and Sun Microsystems. Using email “header” data—just the sender and 
the recipient—Mike constructed the social graph of 50,834 researchers, 
suggesting possible future collaborations.21 One million messages then 
corresponded to two months of email data. Facebook Messenger and 
WhatsApp now handle 1 million messages every second.22

As these examples show, the social graph is a network of people con-
structed from their interactions. In the terminology of computer science, 
the social graph is made up of nodes—each node represents a person—
connected by links, or edges. Some people tend to form connections with 
people who are similar to them in some way, be it their status (attributes) 
or values (attitudes), a phenomenon called homophily, from the Greek for 
“love of the same.”23 The interactions between people create a structure of 
links, and the weight of an edge connecting two people increases as they 
interact more. Some people have a few deep, heavy edges, interacting 
with a handful of other people frequently, while others spread themselves 
thin, making shallow connections with lots of people.

The structure of a social network reveals a great deal. A network may 
have a small number of nodes, most connected to each other, appearing 
quite dense and cohesive; it may have a large number of nodes sharing 
few connections, sparse and disjointed; or it may have several clusters 
of highly connected nodes with a few connections linking the clusters. 
Dense, cohesive social networks indicate high levels of trust specifically 
because more nodes in the network have direct, personal knowledge of 
the other nodes. Sparse, disjointed networks indicate lower levels of trust 
because there are fewer direct channels for information and more ways 
to reconfigure the network if problems arise. Diverse, loose networks 
tend to provide avenues for discovering new ideas and opportunities via 
peripheral knowledge and connection. Sometimes these asymmetries 
change over time, as in the case of your relationship with a parent, and 
how, at different stages in your life, you were either the one more likely 
to make a phone call or the one to receive it.24

Online, just as in real life, some relationships are more balanced than 
others. Sometimes this is due to the rules and conventions of the social 
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network. On Twitter, you can follow or mention anyone of interest to 
you, whether or not that person is interested in you as well; a last resort 
for stopping unwanted interactions with users is to block them. Con-
nections are one-directional, and often, the conversations are, too. On 
Facebook, connections are two-sided, mutually confirmed.

A mutually confirmed friendship does not imply that it is perfectly 
balanced. The number and direction of interactions between two people 
expose other dimensions of a relationship. As two people interact again 
and again, the edge connecting them increases in weight; however, the 
weight on the edge might be greater in one direction than it is on the 
other. For example, you might be quite interested in connecting more 
regularly with your friend Mark, because you’d like him to introduce you 
to a potential investor for a start-up idea you have. You’ve met at several 
events and email once in a while, but these are almost always fleeting 
encounters. In your eagerness to secure some of Mark’s attention, you 
comment on some of his status updates, “like” a couple of his photos, 
and send him a direct message on Facebook. For every ten contacts you 
make, Mark reciprocates once—an order of magnitude seems to separate 
your levels of interest. However, when Mark does eventually get in touch, 
he replies to the Facebook message, not to a comment on a news story 
he’s posted or a like on one of his vacation photos. That direct reply indi-
cates a different type and category of interest—and possibly a higher level 
of interest, too. Facebook’s algorithms take into account such nuances 
in communication to determine whose posts to bring to your attention. 

Stanford sociologist Mark Granovetter has researched the strength of 
the ties that bind people in a relationship. In his seminal 1973 paper 
“The Strength of Weak Ties,” he puts forward a definition of the level 
of relationship strength as a “combination of the amount of time, the 
emotional intensity, the intimacy (mutual confiding), and the reciprocal 
services which characterize the tie.”25 Individuals in a network exchange 
not just emotions and information but influence and services, too.26

In the past, sociologists conducted field surveys to find out who talked 
to whom in a village or a firm. Marketers dreamed up discount plans 
that would entice people to suggest their contacts. Now the traces of our 
interactions are used in real time by Facebook and other social data com-
panies. These services are transforming the nature of our relationships.
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The New Social Capital

As we’ve created online social identities, we’ve begun to redefine the 
terms of friendship. In the past, we had to spend most of our time gath-
ering food and friends around us. While it has become a lot easier to get 
food and connect with friends, we aren’t any wiser about how we should 
be spending our time.

The feeling of friendship involves the sequential revelation of informa-
tion.27 Developmental psychologists have found that children between 
the ages of five and nine call each other friends if they share their toys 
with them. Slowly, this develops so that friendship is defined by two-way 
cooperation, a balanced reciprocity by which the child shares a toy with 
a playmate if the playmate shares a toy with her.28 As we get older, we 
may continue to share “toys,” but more often what we share are secrets. 
There’s a dance between two people as they get to know each other, con-
versation by conversation. One person shares a little bit of information 
that we would usually protect from disclosure, then the other recipro-
cates. The practice of building a relationship through “sustained, escalat-
ing, reciprocal, personalistic self-disclosure” is so common that one team 
of psychologists was reportedly able to induce closeness by getting two 
strangers to share the answers to a series of increasingly intimate ques-
tions with each other.29

Implicit in the concept of a “secret” is that there could be a risk to 
sharing the information with someone else. Georg Simmel, one of the 
founders of the field of sociology, noted: “Every relationship between 
two individuals will be characterized by the ratio of secrecy that is in-
volved in it.”30 As we form a friendship, our trust in the other person 
must deepen to overcome this risk. If one person keeps a secret from the 
other, especially a secret that’s somewhat similar in gravity to a disclosure 
the other person has made to her, it changes the balance of the relation-
ship. The exchange of trust will likely break down, and the bond between 
the two will become weaker.

These imbalances are reflected in the edges of the social graph, but 
they also govern how we interact with data refineries. People are more 
likely to share information when they receive information in return. As 
we have seen, the most successful refineries encourage and reward users 
who contribute raw data that visibly improves the services and products 
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offered to them. This is why symmetry works so well as a guideline for 
aligning the interests between data providers and data refineries: give-to-
get is human nature.

When communication technologies were limited to sending smoke 
signals, chatting in the village square, or mailing letters, when sensing 
technologies were limited to a person’s eyes, ears, nose, mouth, and skin, 
the scope of human influence was quite localized. That’s changed in the 
past century. We’re now influenced by advertising and mass marketing 
on a global scale, via radio, TV, and, most recently, the web. We used to 
get recommendations from our relatives and next-door neighbors, maybe 
from some actor playing the role of a “discriminating customer” sharing 
his “five-star experience” of a high-end hotel chain.31 Today, we get rec-
ommendations based on the data created by a billion people. Our local 
neighborhood in the social graph is essential for filtering and personaliz-
ing these data for us.

For the most part, Facebook serves as a platform for communicating 
with your friends. Your interests are aligned with the refinery’s: it wants 
to show you stuff you’re interested in so that you’ll come back. When you 
come back, the refinery learns more about you—what posts you spend 
time on, which of the friends recommended to you inspire you to click—
and, of course, by learning more about you, Facebook’s algorithms can 
also do a better job of choosing which ads are going to be of most interest 
to you, which allows the site to make money.

Out of your clicks and browsing behavior, Facebook identifies how 
you actually allocate your attention, recording who and what interests 
you and how your interest changes over time. Do you spend an hour 
poring over the vacation albums posted by a new friend you find attrac-
tive, or less than a minute clicking like buttons under your sister’s latest 
series of baby photos? These data are a signal of the priority and strength 
of your relationship interests at a specific moment in time—much more 
accurate than trying to think later about how you spent your time, and 
much more useful in sorting incoming data than the rules of social obli-
gation. It is primarily from these honest signals, the traces of your atten-
tion and interest, that Facebook constructs your News Feed.

The News Feed distributes and surfaces social content based on per-
sonal relevance. The Feed creates a positive feedback loop: content that 
is a good match for the users who see it tends to get more likes, which 

9780465044696-text.indd   79 11/18/16   1:21 PM



80	 DATA FOR THE PEOPLE

motivates the original poster, and perhaps other people who see the post, 
to share more content like that. In contrast, a negative response is often 
known only to the viewer. Facebook gives users the option of expressing 
in two clicks, “Show me fewer posts like this in the future,” but it doesn’t 
notify the poster that the content wasn’t to a person’s liking. The Feed 
puts us in a state of “continuous partial attention,” a term coined by tech 
visionary Linda Stone to describe the sense that we are constantly ob-
serving, and being observed by, our friends. Linda believes that continu-
ous partial attention “involves an artificial sense of constant crisis”—the 
brain is perpetually on alert, scanning whatever is on the News Feed and 
other ever-scrolling data sources, however small a part this is of what you 
potentially could be shown.32 Imagine what life would be like if you saw 
absolutely everything your friends posted on Facebook.

Facebook analyzes these interactions in very granular terms. For exam-
ple, different media types, such as a status update versus a photo, differ 
in how much they influence the weight of the edge between two people. 
Facebook has built an ontology of topics and classifies interactions based 
on it, according to Ding Zhou, a former technology lead at Facebook.33 
In the real world, I go to my doctor for medical advice but not for advice 
about how to fix my computer. On Facebook, we also respond to people’s 
posts based on whether we think they are especially interesting, expert, or 
authoritative in an area up for discussion. 

Yet, Facebook is not the only digital communication platform that 
can detect who you are most likely to contact, and when. Your mobile 
phone and Skype keep a log of your incoming and outgoing calls—
who called whom, when they talked, and for how long. In fact, if you 
use Skype for work calls, Skype could analyze that data to identify your 
professional contacts, including which clients or colleagues get most of 
your attention. 

You can safely bet such information is being used by companies to 
understand who you are connected with. After the success of MCI’s 
Friends & Family program, other companies looked for opportunities 
to assemble social graph data that could be used to acquire and in-
fluence customers. In 2001—before Facebook—Amazon launched the 
“Share the Love” program. After you bought a product, Amazon would 
ask if you wanted anyone to be told about your purchase. If you did, 
and shared those individuals’ email addresses with Amazon, Amazon 
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would send your friends an email about the product offering a 10 per-
cent discount on its purchase. This wasn’t simply a chance to be altru-
istic while advertising your good taste or cutting-edge style, however: if 
any of the people who received the email bought the item within one 
week, you got a 10 percent rebate of the price you’d paid. This mutual 
discount created an incentive for you to supply real email addresses to 
Amazon; fake or out-of-date addresses presented absolutely no benefit 
to the referring customer, bypassing one of the plagues of early email 
marketing programs. It turned out that the conversion rate for this “so-
cial” offer was significantly more effective than standard promotional 
offers that came from Amazon without a referral from someone you 
knew. Share the Love was a tool for constructing a verified social graph 
of customers based on the psychological principles of reciprocation and 
social proof.

Similarly, when AT&T introduced a new product to the market, the 
company decided to conduct an A/B test to compare the success of a 
campaign based on traditional segmentation marketing to one based 
on the social graph data.34 The marketing team at AT&T knew quite 
a bit about their customers—where they lived, how long they’d been 
with AT&T, what plans they’d chosen, whether they’d remained loyal 
to the company or switched back and forth between carriers. To explore 
the effectiveness of the social graph compared to these traditional data, 
the experiment was very simple: if a person you called regularly had al-
ready bought the product, the company marketed the product to you. 
Unlike the Share the Love program, the customers had no idea why 
they’d received information about the product. There was no personal 
referral attached. Yet, the customers with earlier adopters in their “call-
ing graph” were nearly five times more likely to sign up.35

Did AT&T’s customers have a higher likelihood of buying the prod-
uct because of homophily, the tendency of people to have closer ties to 
people who are similar to themselves? Did they buy the product because 
the marketing materials reinforced positive mentions about the product 
that they might have heard from friends? Or were they more attentive to 
a friend’s opinion if they had already heard it before in a marketing cam-
paign? The data couldn’t say. But it was striking that the social graph was 
so much more effective than customer profiling. Predicting your interest 
wasn’t about finding out who you are, but about who you know.
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Designed for the People (with the Data)

Who you know is particularly important in the professional world. Mark 
Granovetter, the Stanford sociologist of social networks, found that 
people were much more likely to find a new job through acquaintances 
rather than through closer friends, employment agencies, or want ads. 
Perhaps that’s not very surprising, since people have a greater number of 
acquaintances than close friends. But they didn’t merely find job leads 
this way—the jobs they found through their weak ties in the social graph 
were more satisfying and paid better.36

Granovetter’s findings date back to the 1970s, when information dis-
tribution was slow and expensive—there were no emails, no online job 
listings.37 In those days, many professionals routinely got hired “for their 
Rolodex,” a carefully collected and cultivated list of contacts that could 
be tapped to broker deals and find new business leads. You may still be-
lieve your Rolodex is the most valuable professional resource you have. 
You may also believe that your company should be even more protective 
about the list of clients that its employees have built up over the years. 
Most managers have had it drilled into them that this information ad-
vantage is what sets a successful business apart from its competitors.

LinkedIn was set up in part to ease the process of communicating 
with your strong and weak business ties alike. While Granovetter was 
interested in finding the weak ties that helped a person get to where he 
was, LinkedIn was interested in helping users find the weak ties that 
would assist them in getting to where they wanted to be. Say your goal 
was landing a new client or customer or job, and you knew the name of 
your target, but you didn’t really know her personally—or who among 
your existing contacts might. When you searched for your target’s name, 
LinkedIn told you how many degrees of separation you’d have to bridge 
in order to get a personal introduction. If you enrolled in LinkedIn’s paid 
service, you were shown the names of the people linking you with your 
target. That service was designed for the people who needed data. There 
was a treacherous imbalance here. The people who needed data didn’t 
have much to offer to those who did. In fact, when LinkedIn first started 
offering its services, people complained about getting so many contact 
requests that sometimes it seemed the messages were barely a step above 
spam. One commentator called LinkedIn “a system for subsidizing the 
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poor networking skills of the unconnected with the strong networking 
skills of the well connected.”38

Ellen Levy, the former vice president of strategic initiatives at LinkedIn, 
said the real breakthrough came when the company figured out how to 
design the site for the people who have data, not for those who need it. 
Ellen has a PhD in cognitive psychology from Stanford, where she stud-
ied how to display information given the scarcity of time, which you can 
see in her approach to LinkedIn as well as in her own career.39 “The worst 
time to build a relationship is when you need something—that would 
be a transaction, and that’s not the same thing,” she has noted. “One of 
the best ways to build a relationship is to help someone when there’s no 
ulterior motive for doing so.”40 If LinkedIn was simply duplicating your 
Rolodex, there was no reason to use it—especially if the one, unique 
service you experienced while visiting the site was a bunch of strangers 
asking to be your contact. LinkedIn had to give data to users in order to 
get data from them.

The challenge for LinkedIn was to deliver services that would inspire 
its users to create and share more data about their professional social 
network. Often, it was only when people needed a favor that they got in 
touch with professional acquaintances—exactly the opposite of Ellen’s 
advice. Users needed excuses to communicate more frequently. LinkedIn 
began sending alerts when contacts added skills and experience, changed 
jobs, or celebrated work anniversaries. It provided forums where users 
can post articles showcasing their expertise and comment on relevant 
news, which provide yet more excuses to communicate. If users gave 
LinkedIn access to their calendar, it would send relevant information 
about the people with whom they had scheduled meetings. The com-
pany has also begun offering professional skills development, with users 
receiving rewards in the form of training programs based on their profile 
“completeness” and quality as well as on their number of contacts, pub-
lished posts, and other activities on the site.

Another option was to give users the opportunity to endorse their 
contacts’ professional skills. Doing so indicated your willingness to help 
someone even though there was no obvious benefit to yourself. It might, 
in some cases, even trigger a desire to reciprocate in kind. And differ-
ent interactions have different weights in LinkedIn’s social system. Most 
people would agree that a carefully crafted testimonial is stronger than 
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a click to endorse a skill. Furthermore, the popularity and reputation 
of the person endorsing you matters, as well as whether your tenures at 
the company overlapped or you worked in the same or different depart-
ments. Each of these factors can be assigned a value, and the importance 
of such shared events decays over time. If you last worked with someone 
a decade ago, the weight of that person is smaller than that of someone 
who you are currently working with.

This becomes important when you step back and consider how 
LinkedIn generates revenue. Sixty percent of LinkedIn’s revenues come 
from recruiters using the site’s data to identify and entice potential em-
ployees. LinkedIn also offers other products, including lead-management 
tools and analysis of economic and employment trends, to corporate cus-
tomers. The raw data are supplied by individuals, not HR departments, 
as companies have no incentive to publicize the experience or quality of 
their top talent to their competitors’ recruiters. In exchange for these data, 
LinkedIn provides free services to individuals who share data about their 
work and career, such as suggestions of people you might know or want to 
know, opportunities to access business advice in the form of columns and 
slide presentations, and information about who is viewing your profile.

The asymmetry of power in professional relationships plays a role in 
how LinkedIn reveals information about profile views. When LinkedIn 
alerts you that someone has viewed your profile, you may be curious to 
see who the person is. But if you’re a manager trying to learn more about 
the experience and interests of people you might want to interview, or 
about the managers at a rival firm you’d like to poach from, you don’t 
necessarily want them to know you’ve been poring over their LinkedIn 
profile. LinkedIn has made it easy for users to switch back and forth while 
viewing profiles with or without revealing your name. You can choose to 
browse people’s profiles anonymously while revealing only your city of 
residence or your industry of employment. If you reveal your full name, 
you get to see which people are checking out your profile, by name, city, 
or industry, depending on how they choose to be identified. If you go 
anonymous, you do not get to see that data. LinkedIn records every pro-
file you’ve viewed, of course, no matter what settings you choose, but it 
determines what data you have access to based on the granularity of the 
data you reveal about yourself.
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In my work with the dating site Skout, I considered what levels of 
transparency might be most appealing to users. We didn’t charge people 
to set up a profile, since the more users there were on the site, the more 
attractive it became as a destination for online dating. We wanted as 
much “inventory” as possible. We also realized that if we charged mem-
bers to look at profiles or to contact people, they might use the site less. 
We did, however, have access to something valuable: their honest signals 
of interest in other users in the form of their clicks. Members might be 
willing to pay for a list of the people who had shown some inkling of 
interest in them but hadn’t yet made that interest explicit by sending 
a message. In the end, we rolled out a premium feature that allowed 
paying members to see both who had clicked on their main photo and 
how deeply each user had explored their profile—for instance, how many 
photos were viewed and whether and when the person last returned to 
take another look. We also explored the option of a “VIP” membership, 
which would let users poke around people’s profiles in stealth mode for 
an extra monthly fee—making members pay for the privilege of hiding 
their honest signals from others.

When I post a photo on Facebook, I do so expecting that my friends 
might see it. Today, all I can do is guess who is interested in a post based 
on likes and comments. Should Facebook let me decide if people can 
see the photo only if they are willing to let me know that they’ve seen it, 
something like having your signature automatically added to a “guest-
book” beneath the photo? If I invite a friend to my house and there’s 
a photo album on the coffee table, my friend expects I’ll be aware of 
whether she glanced at it, flipped through the pages, looked at it with 
great attention, or—unbelievably!—took out her phone and snapped a 
photo of my pictures because she wanted to be able to have a copy for 
herself. Facebook doesn’t let us see who is looking at our photos, even 
though it has that data. A Facebook friend could download every single 
photo I ever posted on Facebook, and I’d never know. I would like the 
tiers of symmetry that LinkedIn has built into its profile views to be 
available at more refineries and about more types of content.

How might being able to see your friends’ digital “footsteps” change 
your relationships with them? Would you be more or less likely to look 
at a friend’s photos if you knew he had checked out all of yours without 
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leaving a comment or liking any of them? Would the amount of time he 
spent looking make a difference? Most people are more likely to moder-
ate their behavior—reducing their number of clicks and views—if they 
know they are being observed. Sites and apps, including Facebook, want 
users to interact as much as possible: it gives them more data about users’ 
true interests. And when clicks and views are honest signals of interest 
and attention, of course they help refineries do a better job of fitting con-
tent to the user, whether the content is news or advertising.

Many of a refinery’s decisions about which services to offer and how 
to present them to users take into account that social data exist in an eco-
system. In ecology, an ecosystem is a community of interacting organisms 
in an environment. Many ecologists argue that the interconnectedness of 
living things cannot be managed well only by considering problems at 
the “local” level of the individual; instead, the health of the entire global 
ecosystem needs to be considered. If one tries to optimize conditions for 
one individual or one species group, it may throw the entire system out 
of whack. Think of Thomas Austin releasing two dozen English rabbits 
on his estate in Geelong, Australia: he wanted to improve his hunting 
prospects at the weekend, but the descendants of those rabbits are now a 
major scourge, causing massive soil erosion and the destruction of native 
species.41

The need to optimize the health of the whole ecosystem comes into 
play especially when social data are being used to match people with 
other people. Every person is unique, and nobody has more than twenty-
four hours of attention to allocate over a day. Individuals you might be 
interested in don’t always have the ability to reciprocate your interest. In 
contrast to Amazon, which is in the business of recommending and sell-
ing mass-produced goods, we can’t simply get more copies of a person. 
If Facebook suggests you might want to add Amy to your list of friends, 
but Amy has already maxed out the number of friends she can have, 
you’re going to be disappointed. If a dating app suggests you might be 
interested in John, but John already has dates lined up every night of the 
week with people he finds more interesting than you, you’re going to be 
disappointed. It’s better for the app to recommend a person who is able 
to reciprocate at least some of your interest. Anything else breeds disap-
pointment faster than rabbits. And when people feel disappointed, they 
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generally create and share less data: why share when you aren’t getting 
value out of it?

I believe we can better understand how these sorts of networks evolve 
by considering ideas from the study of dynamical systems. During the 
1960s, physicists discovered that dynamical systems can sometimes ex-
hibit a property called “chaos,” which means that, no matter how well the 
initial conditions of a system are known, you cannot predict the system’s 
behavior in detail over the long term. Chaos theorists have also shown 
that seemingly small differences can have big effects over time, because 
nearby trajectories diverge exponentially. In some cases, the system am-
plifies random noise, what is called the “butterfly effect” after the talk 
“Does the Flap of a Butterfly’s Wings in Brazil Set Off a Tornado in 
Texas?” given by the MIT mathematician Edward Lorenz.42 Similarly, 
slight differences in the design and parameters of data refineries—like 
Facebook’s choice to provide no “dislike” button, or to let users see ed-
its made to comments and posts—might lead to very different behavior 
among individual users in the future and influence the structure of the 
social graph.43

Over the next several years, we will have the chance to observe a natural 
experiment in how small design differences have big effects on the evolu-
tion of social data ecosystems by comparing two of the world’s largest mes-
saging platforms, Facebook and WeChat. When WeChat was launched 
in China in 2011, it had a bit of an unfair advantage, since Facebook was 
blocked in the country. Within four years, WeChat had grown to over half 
a billion users, most in China—roughly the same number of users that 
Facebook boasted after four years of opening accounts to nonstudents.44 So 
the two platforms have approximately the same growth rate.

Yet, the product managers at WeChat and Facebook have made very 
different assumptions about what people want from a communication 
platform. Facebook was borne out of the Harvard tradition of residential 
hall yearbooks, which are archived for posterity. In contrast, WeChat’s 
parent company, Tencent, started out as an online gaming company. 
When a game is over, it’s over; the final score, and a record of high scor-
ers, might get saved, but not every move the player made. This attitude 
carried over into Tencent’s messaging platforms.45 WeChat’s design has 
been focused on ephemeral communication: once a message is read, it is 
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deleted from the company’s servers, residing solely on the user’s device. If 
you lose your mobile phone, you also lose your communication history.

Another significant difference in design between the two platforms 
involves how users connect with each other. When you receive a friend 
request from a person you can’t quite place based on her name or profile 
photo, should you be able to see the list of her friends, or at least the 
list of friends the two of you have in common? The answer you give 
crucially depends on where you grew up. An American Facebook user 
would think, Of course I want to see the list of her friends, because it helps 
me decide whether to accept her friend request. Scanning through a list of 
mutual friends will usually clarify that she went to the same school or 
once worked at the same company or has some other tie that makes her 
“acceptable” as a friend.

WeChat never shows a person’s friends to other users. The social graph 
is not visible. A Chinese WeChat user would think, Of course I don’t want 
her to see my list of friends, because it might reveal information about me 
that I don’t want her to know. Users cannot explore the friends of their 
friends, let alone contact them, without an introduction. 

WeChat has created novel options for finding people on the app in the 
absence of reviewing a friend list. For instance, if you meet someone in 
person, you can scan a WeChat-generated quick response (QR) code on 
her phone and be taken to a screen where you can add her as a friend. Us-
ers can also create ad hoc chat groups, a tactic sometimes employed when 
a group of people, whether personal friends or professional colleagues, 
are arranging a place and time to meet in person. This provides a personal 
introduction, because you have to be invited to the group by someone 
who is already a member of it, as well as a shortcut to discovering new 
contacts. Once you’ve joined, you can see all the other members, and 
decide to send friend requests to those you want to stay in touch with.46 

Because WeChat doesn’t let users see other people’s contact lists, it can 
employ the social graph as a tool for confirming identity. If you forget 
your password and get locked out of the app, WeChat shows you a secu-
rity code and a set of users’ names and photos. You need to contact the 
users in the list who are your friends in some other way and ask them to 
send you the code. As soon as at least two of them do so, WeChat un-
locks your account.47 This “challenge response” method, which requires 
confirming your identity by demonstrating knowledge of your social 
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network, is much more secure than asking for your mother’s maiden 
name, your first job, your pet’s name, or other standard questions, some 
of which can be found by searching for your posts and friend connections 
on the internet.48 In trying to unlock your account, you reveal informa-
tion to WeChat about your relationships, because you want to choose 
friends who will respond quickly.

However, I suspect the choice to hide WeChat contact lists from other 
users had more to do with the value attached to contacts in Chinese busi-
ness and society. WeChat is extensively used in China for communicat-
ing with professional contacts, and being public about your network may 
be a tad too revealing for some people. A competitor might look to see 
who you’ve recently added as a contact and draw conclusions from that 
about your business strategy—and tack accordingly. At the same time, 
you don’t have to worry about whether you’ll be judged by the “company 
you keep” because your contacts aren’t visible to others.

As social networking platforms evolve and the amount of social data 
increases, we’ll need more features that help us manage our relationships 
in the context of the overall health of the ecosystem. The connection 
strength across edges changes over time. You may have a pretty good 
sense for how often you call your mother versus your best friend, or how 
you’ve started to ignore emails from a vendor whose products no longer 
interest you. You may be less aware of how often you call one colleague 
versus another to get work advice, and may not even have noticed that 
you are no longer shown some of your friends’ updates on Facebook.

We’ve seen how dashboards on dating sites can help you decide how to 
allocate your time and attention when exploring potential new relation-
ships. Refined data about your social network could similarly help you 
maintain your existing relationships. An early cloud-based phone service, 
Skydeck, which provided caller identification and call-blocking services, 
experimented with a product that alerted users to calling patterns that 
they might wish to change.49 I remember receiving a notification that I 
wasn’t calling a friend as frequently as I used to. The notification nudged 
me to contact him so our relationship wouldn’t deteriorate.

Refineries can do more than just alert an individual to changes in 
behavior; they can share insights gleaned from analyzing their users 
in aggregate. For instance, Facebook has observed that online interac-
tions between two people steadily rise in the one hundred days before 
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the couple announces they’re in a relationship together, then once they 
publicly change their relationship status, their interactions via Facebook 
abruptly drop off. At the same time, the content of their communica-
tions shifts, with more positive words used in their posts and messages.50 
Researchers have also found a special “signature” that predicts two people 
are in a romantic relationship based on the distribution of friends they 
have in common across their social networks.51 Even if they don’t ex-
plicitly say they’re “in a relationship” with each other, Facebook knows. 
Drawing on a wide range of data sources—being tagged in the same 
photo, checking in at the same event—a refinery can infer the strength 
and dynamics of our relationships.

Distinct patterns of interpersonal communication aren’t limited to 
the realm of romance. Imagine a manager interviewing candidates for a 
job. One candidate who seems especially promising has emphasized her 
great relationship with a big firm. The manager might know the candi-
date’s purported contact at the firm well enough to pick up the phone 
and ask for his opinion of her. Or the manager could instead ask the 
candidate to share a characterization of her professional relationships 
and communication patterns “certified” by a data refinery. The manager 
might be interested in comparing the edge strengths between an espe-
cially valuable client and the finalists in the running for the job. Or the 
manager may actually be less interested in that one big client than in 
the potential employee’s breadth of relationships across an industry, in 
which case it would be helpful to see if the candidate’s communication 
patterns matched those of a so-called super-connector, regardless of how 
much she bragged about a specific contact. That communication profile 
would likely prove to be a better fit—not only because the candidate is 
acquainted with many people but because she’s going to be happier in 
a job that requires lots of interaction with lots of different people. The 
refinery’s recommendation would depend in large part on the balance 
between exploration and exploitation. The manager will want to decide 
if the most important goal in the choice of a new hire is deepening the 
company’s existing business contacts or exploring new ones.

How comfortable would you be sharing an analysis of your profes-
sional communication patterns with a potential employer? Would you 
want to see the same analysis for the hiring manager in exchange, the 
way you get to see who is looking at your LinkedIn profile if you let 
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others see that you’re looking at them? What about the team’s patterns 
as a whole? Such analyses could help you prepare for an interview, both 
by giving you ideas about how to present yourself as a strong addition to 
the team and by suggesting areas of concern you might want to broach 
during the interview. These characterizations could be a powerful tool for 
decision-making—about and by you.

The Ministry of Social Data Engineering

I know a man—let’s call him Joe—who decided to try out Facebook to 
see what all the fuss was about. Joe is in his sixties, and he has strong 
feelings about the sanctity of his privacy. He didn’t like the idea of reveal-
ing information about his personal life on the internet, so he signed up 
under a false name. He never befriended his real-world contacts, because 
he didn’t want anyone to recognize him. And unlike Rebecca, he didn’t 
attempt to make fake friends. His node was isolated in the social graph. 
Unsurprisingly, Joe didn’t find anything very useful on Facebook when 
he logged in each morning. The news and information wasn’t interesting 
or relevant to him. Joe’s experience of Facebook was just average. But 
how could it have been any better? Facebook is not like the New York 
Times, which can deliver the same news, based on its editors’ decisions, 
to anybody, irrespective of who they are. Joe didn’t understand that Face-
book’s News Feed is based on an algorithm that requires you to give data 
to get data. Facebook is not a “turnkey” solution.

In this he’s not alone. University of Illinois professor Karrie Karahalios 
surprisingly found that 62.5 percent of participants in a study on the 
Facebook News Feed apparently didn’t even realize an algorithm was re-
fining what posts they are shown. In her research, Karahalios let users 
compare the full universe of posts by their Facebook friends on a single 
day to the posts that appeared on their actual News Feed. Some people in 
the study were shocked to learn that posts from close friends and family 
members were hidden by the algorithm. They had assumed their contacts 
simply weren’t very active on the site.

In an effort to provide more transparency about the data-refining 
process, Karahalios and her colleagues at the University of Illinois and 
the University of Michigan developed “FeedVis,” an auditing tool that 
helps users understand how likes, comments, and posts shape what they 
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are shown and gives them an opportunity to explore alternate feeds.52 
The first stage of awareness involved showing users their personalized 
News Feed compared to the chronologically ordered content shared by 
everyone in their network of friends, the “all stories” feed. The second 
stage involved showing users three sets of friends grouped by the per-
centage of content from each friend that appeared in their personalized 
Feed—“rarely seen” (less than 10 percent), “sometimes seen” (between 45 
and 55 percent), and “mostly seen” (90 percent or more).53 Finally, after 
reviewing the list of friends, the user could move specific content from 
hidden to shown, or move friends between the three categories, and see 
the resulting versions of the personally curated News Feed.

Quite a few of the subjects came out of the study feeling that Facebook 
captured their interest in content and friends more or less correctly based 
on their interactions, and they now understood that it was necessary to 
actively express interest in a friend—by visiting her Timeline or by in-
teracting with her posts—to increase what they saw from her. Facebook 
itself could give much more feedback to users, for example, by letting 
them know what content leads friends to mute posts, which posts appear 
to infect other users with interests and ideas, and even how and when 
you as an individual have been affected by a contagion.

Given the amount of information people are sharing on Facebook, it 
really shouldn’t be shocking that researchers are keen to use the platform 
as a lab for studying human psychology and the effects of social networks. 
One of the more curious questions is the extent to which effects that are 
known to occur in face-to-face encounters, such as how mood and emo-
tion spread from person to person, also occur online. When researchers at 
Facebook and Cornell shared findings about how they had changed the 
algorithms of the News Feed to increase or decrease the number of posts 
with positive or negative words expressing emotion to see if emotional 
contagion exists on the site (it does),54 the study was met with outrage: 
How dare Facebook manipulate my feelings! 55 Yet media and marketers 
constantly manipulate our feelings and select what information to show 
us with significant consequences—that’s the essence of Greek tragedies, 
infomercials, and the majority of must-see TV.

If the researchers had said they had tinkered with the algorithms to 
show or hide posts talking about rainy weather, it’s unlikely that people 
would have protested. But as it happens, in another study of Facebook, 
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researchers who conducted the controversial contagion study decided to 
run a “natural” experiment on the spread of emotions by looking at the 
weather conditions in various cities. Why? Because they had discovered 
that people used more negative words on rainy days—and of course, they 
knew there was no way a person’s mood could change the weather. When 
the researchers analyzed word use in status updates, however, it was ap-
parent that the emotional effect of rainfall in one city cascaded through 
a person’s social network, changing the emotional content of even those 
posts made by friends who that day had been blessed with sunnier, dry 
weather.56 These studies on emotional contagion on Facebook reveal how 
easily and subtly we are influenced by our social network online. I believe 
in the scientific method and the value of learning from such experiments. 

Some critics of the study claimed Facebook should have told users 
about the research before carrying it out. This approach, called “in-
formed consent,” made a lot of sense in a world where there were few ex-
periments, small in scope and scale, and a researcher could sit down with 
subjects and make sure they understood the possible risks and rewards of 
participation. Now, everyone is part of online experiments all the time, 
and thus, the notion of informed consent needs to change. Requiring 
a website visitor to click “yes” on a consent dialog to confirm that he is 
opting in to data collections doesn’t suffice. In the European Union, for 
example, cookie consents are required. Since not accepting cookies dis-
ables some web and mobile features, including personalization, most of 
us accept them almost as a reflex. This is not informed consent. Most of 
us also automatically accept software and website terms of service—like 
Apple’s mammoth forty-four-page agreement—without reading a word, 
let alone understanding them. A detailed explanation of the experiment’s 
protocols, like a detailed explanation of the algorithms Facebook uses to 
generate its News Feeds, would be unintelligible to the vast majority of 
people, even if they tried hard. This wouldn’t meet the well-intended but 
unrealistically old-fashioned standards of informed consent either.

Worse, notifying users would jeopardize the experiment itself. If a sub-
ject knows that researchers are investigating a specific question (“How 
are people affected by the emotional content of the Facebook posts they 
see?”), her Facebook activity will probably change, but it won’t be clear 
to the researchers why it has changed. In the case of the contagion study, 
she might become far more focused on spotting emotional content, 
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increasing sympathetic replies simply because she’s noticing more op-
portunities to do so, or self-censoring comments for fear of revealing 
intimate information to the researchers.

Instead, we need to insist that relevant experimental results are shared 
with participants in an accessible manner and disseminate information 
about the value of a study’s findings to the company and to the public. 
To provide greater transparency, companies need, at the very least, to 
provide a page with a description of the experiments that have been run. 
With more sophisticated experiments, particularly ones involving your 
social network, there are more powerful options. Imagine that instead of 
first reading about the emotional contagion study in the news, the users 
whose Feeds were changed during the experiment received a message 
from Facebook explaining the study and their role to them. The message 
could include a post that wasn’t shown in the user’s Feed but would have 
been if the person had been assigned to the “control” group. Ideally, users 
would be able to apply the study’s “treatment” options to their current 
Feed and see the effects in real time, should they be interested. This sort 
of disclosure would give users a tangible way to understand how they 
are affected by the refinery’s choices, as well as by their social network. 
It would also allow users to express interest in participating in similar 
studies in the future.57

Further, you stand to benefit from studies on the social graph and its 
effects. For instance, what if Facebook alerted you to the fact that when 
you read posts from one friend, your mindset typically improves and 
you feel inspired, whereas when you got a mere glimpse of a post from 
another friend, your productivity plummets. With enough data about 
fluctuations in your mood and efficiency, Facebook could change what 
you are shown to help you reach a set of goals you’ve set for the day. You 
might install an app that lets you note your work productivity or your 
feelings by asking you about what and how you are doing at random 
times. Alternatively, you could wear an activity tracker like a Fitbit or an 
Apple Watch that can supply regular readings of your vital signs. Or you 
could give Facebook access to the camera on your phone or laptop to 
figure out when exactly the smile of delight on your face morphs into an-
noyance at having “wasted” too much time reading your friends’ posts. In 
return for these data, Facebook could provide recommendations about 
who to spend more or less time with, on- and offline.
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Being able to observe and measure the spread of ideas and attitudes 
provides rich context for assessing the “national mood” about import-
ant issues such as the health of the economy or military interventions. 
Studies of contagion could also inform revisions to the law based on 
changing social norms. After the US Supreme Court legalized gay mar-
riage in June 2015, Facebook gave users the option of applying a rain-
bow filter overlay to their profile picture to celebrate.58 When I checked 
Facebook the next day, more than half of the people in my News Feed 
had already adopted the filter. I was amazed and delighted. But over-
all, only about 3 percent of all Facebook users did so.59 I tried to un-
derstand what this meant. I started by looking at an earlier study of 
Facebook users who had changed their profile photo to a picture of the 
red “equals sign” logo in support of marriage equality two years earlier. 
In that case, I learned, users waited to change their profile photo until 
after they’d seen several of their friends had it. The number of friends 
with the logo was important, but so was the individual’s susceptibility 
to others’ influence.60

Users generally have little way of knowing in which order Facebook 
displays people to them. It could be based on an estimate of mutual in-
terest, an advertisement for a new feature, a decision to highlight friends 
who, with more likes and comments, will create more content, some A/B 
experiment, or, perhaps, a political statement, such as the rainbow filter. 
Further, when friends visit a user’s Timeline, they are shown a different 
subset of the user’s friends than the subset shown to the user himself. Are 
those the people Facebook thinks the visitor might be most interested in? 
Facebook doesn’t tell us, and we can’t control in what order our friends 
are shown to us, let alone to others.

If Facebook wanted to influence a country’s politics, it could priori-
tize posts that express a “preferred” opinion. And as Jonathan Zittrain, a 
professor of law and computer science at Harvard, has noted, Facebook 
has already conducted experiments in “civic-engineering,” influencing 
people to go out and vote in the 2010 congressional elections. Almost all 
voting-age American users were shown an ad reminding them to go to 
the polls. One group was shown “social” get-out-the-vote messages that 
included the names and profile photos of friends who had already voted. 
Another, smaller group was shown an “informational” message, also re-
minding them that it was Election Day but without any mention of their 
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friends. Both of these “treatment” groups were compared to a control 
group, which was shown no message from Facebook about voting.61 The 
effects of the two messages were measured in three ways: by how many 
people clicked a button in the ad to search for their local polling place; 
by how many clicked a button to announce to friends that they’d voted; 
and by how many could be “confirmed” to have voted by finding a match 
to a voter’s name, birthdate, and residence in state polling records. The 
researchers claimed that an extra 340,000 people went to the polls that 
Election Day as a result of having seen the social message. Surveying 
these results, Zittrain poses the most important question: What’s stop-
ping Mark Zuckerberg from throwing his weight—and Facebook’s al-
gorithms’ weights—behind his preferred candidates, showing the most 
effective get-out-the-vote messages to those users most likely to vote for 
them?62

A reconstruction of the “social” and “informational” get-out-the-vote messages shown 
to Facebook users on Election Day 2010. Based on “A 61-Million-Person Experiment in  
Social Influence and Political Mobilization” by Robert M. Bond, Christopher J. Fariss, 
Jason J. Jones, Adam D. I. Kramer, Cameron Marlow, Jaime E. Settle, and James H. 
Fowler, Nature, vol. 489 (September 13, 2012).
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Zittrain suggests that the law should make such political influence 
illegal, but apart from the difficulty of proving it, we haven’t made direct 
mail or robocalls or targeted TV ads illegal; the courts have said that 
doing so is a violation of free speech, and I agree. Neither stifling com-
munication nor embracing censorship is the solution. Instead, we must 
demand that the data refineries give us tools to detect and understand 
how our interactions are used to determine which information and rec-
ommendations are shown to us.

The Value of Trust

Put not your trust in money, but put your money in trust.63

OLIVER WENDELL HOLMES

Would you be willing to hitch a ride with a complete stranger? Would 
you be willing to stay at the stranger’s home? Would you lend a thousand 
bucks to somebody you’d never met? Would you let them pick up your 
car from the repair shop or your kid from kindergarten? The concept 
of trust is central to an individual’s answers to these questions. Trust is 
highly complex, and difficult to define and measure, but the social graph 
helps us to do both.

If you trust someone, you expect that she will behave toward you in a 
way that you can predict from her past behavior. Generally, you say you 
trust someone only if you think that she’ll behave positively toward you 
in the future, that she has your interests in mind. Trust may in part be 
based on reputation, an encapsulation of a person’s past behavior and ex-
pertise in specific domains. While reputation is a property of the person 
or node, trust is a property of the relationship between people, or, in the 
language of graph theory, the edge between two nodes.

Trust is not necessarily symmetrical. You might trust a particular per-
son a great deal, and he might not trust you at all. Digital traces of our 
interactions convey information about trust between individuals. By an-
alyzing the pattern of communication between people and the content 
of emails and chats, an organization can infer who trusts whom for what. 
Trust also propagates through the social graph. We rarely trust someone 
based solely on our own direct knowledge, ignoring reports from others. 
If I trust Ellen, and Ellen tells me that she trusts Mark, I’ll trust Mark 
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until he demonstrates to me that my trust is misplaced. If I lose some 
of my trust in Mark, it might affect my trust in Ellen—at least as far as 
taking recommendations about who to trust, but possibly in other areas 
as well. And the more people I trust who “vouch” for Mark’s trustwor-
thiness, the more I may trust him despite a lack of direct experience of 
his behavior.

Algorithms can augment and enhance these trust chains, creating 
transparency and providing new avenues for verifying and establishing 
both identity and reputation.64 On e-commerce platforms like eBay, Tao-
bao, Airbnb, and Uber, participants usually don’t know each other and 
don’t have friends in common whom they can ask about the reputa-
tion of others. Refineries must model trust from whatever data they can 
find—or that they can convince people to give to them. Sellers, hosts, 
and drivers who regularly use a particular platform have no choice but to 
leave a rich trail of data on it. On the other side of the transaction, buy-
ers, guests, and riders might use a service once (or once before changing 
their identity). To build a trust ecosystem, for example, Airbnb relies on a 
range of data sources to verify identity and vet a person’s trustworthiness, 
including user searches, ratings, reviews, interaction history, and other 
feedback, as well as external data.65

True transparency includes giving users information about the con-
nection between a reviewer and the reviewed, such as a list of all pub-
lished reviews and comments by and about a user. These details help 
people assess how relevant an individual review is to them. For instance, 
Yelp allows users to see a reviewer’s top neighborhoods. The geographical 
distribution signals whether a person is reviewing places on his home turf 
or ones further afield—potentially including ones he’s never visited. The 
company uses geolocation and other data collected by the Yelp app to 
compute a “trust rank” for each reviewer, which helps determine where 
his reviews appear in the site’s listings.66

Yet, Yelp does not provide as much transparency as I think would be 
valuable to users when deciding if they can trust a review.67 If a restaurant 
uses Yelp’s reservation system SeatMe, the company can confirm that 
a person actually went to the restaurant he’s reviewing. Why don’t re-
views get a “verified visitor” badge similar to the one Amazon attaches to 
“verified purchases”? So-called reputation management firms have been 
known to post fake four- and five-star reviews on Yelp for their clients. 
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There’s a very good reason for doing so: Michael Luca, an assistant pro-
fessor at Harvard Business School, found that a one-star increase in Yelp 
ratings garnered 5 to 9 percent more revenue for a business.68

Meituan-Dianping, a Chinese mash-up of Groupon and Yelp that 
boasts over 200 million monthly users, analyzes a rich set of data as it 
decides how to weigh customer feedback.69 When redeemed, the site’s 
coupons help to confirm that the reviewer actually set foot on the prem-
ises and purchased the service or product being reviewed. Meituan- 
Dianping could go even further, however, since it is backed by the two 
Chinese internet giants,  Alibaba and Tencent.70 Alibaba’s transaction 
history, which comes from the Alipay app, can provide a sense of a mer-
chant’s reliability—a significant issue in China. Tencent allows users to 
link bank accounts and credit cards to their WeChat account in order to 
make it easier to pay for purchases through the app. So Tencent also has 
access to transaction data on top of messaging patterns. Using these data, 
Meituan-Dianping can rank and sort reviews and filter out likely fraud-
sters. But neither Meituan nor Dianping has historically told people 
what data are used to decide which reviews rise to the top, which drop to 
the bottom, and which are hidden. In addition, companies like Yelp and 
Meituan-Dianping could improve the service they provide users—and 
help them make better decisions about where to spend their money—by 
publishing the trust rank of reviewers and reviews. Data refineries can 
also provide tools to make trust a “searchable” commodity.

As a first step, data refineries ought to give users a simple switch to 
turn personalization on and off. Facebook has a hard-to-find switch that 
allows users to sort posts in the News Feed two ways: the “most recent” 
setting provides a simple chronological sort, while the “top stories” set-
ting applies the magic sauce of its algorithms. These features should be 
easier to find, but there also should be further options for exploring dif-
ferent sort orders. Most users won’t understand how ranking algorithms 
work in detail, but that doesn’t mean they won’t be able to try out dif-
ferent settings and form an opinion about what they prefer in a given 
situation. Ultimately, they are the only ones who can really judge when 
the algorithms are working well for them and when they aren’t. Consider 
an example. If you want to find your friends’ historical posts mention-
ing restaurants they enjoyed in San Francisco, would you want the first 
options listed to be the posts from a friend who is a recognized “foodie,” 
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racking up likes from you (and others) for her status updates reflecting 
on her latest great meal, or from a sports fanatic buddy who waxes lyrical 
over a bag of boiled peanuts and racks up just as many likes for his sense 
of humor? Recency and relevance go only so far.

Online retailers understand that, some of the time, customers want to 
see products sorted by price, while other times, they want them sorted 
by customer rating. Travel search and booking sites allow travelers to sort 
by fare, flight duration, departure and arrival times, number of connec-
tions, and specific airlines. Hipmunk, which was co-founded by Adam 
Goldstein and Reddit’s Steve Huffman, created an “agony” function that 
assigns weights to price, number of stops, and duration of travel time and 
then orders flights based on this combination of factors. (Google Flights 
subsequently adopted a similar approach.) An algorithm that addresses 
trade-offs inherent in decision-making is good; letting users determine 
their own weights on the factors is better still. The travel management 
company CWT analyzed 15 million transactions and 7,000 surveys in 
an attempt to identify and quantify the cost of travel stressors, from lost 
work time to lost sleep time.71 Perhaps you’d like to put a dollar value on 
having to get up in order to catch a cheaper early-morning departure. It’s 
surprising that there are not more refineries already offering this level of 
customer agency, as it creates a win-win situation: the user learns his pref-
erences by changing the weights and seeing which combination inspires 
him to make a purchase, and the refinery gets data that can help im-
prove recommendations, both personal and general. Users’ sorting and 
weighting options should be expanded, and not only in e-commerce. 
They should also be available on social network platforms.

On the other hand, as we gain access to more sort options, the pat-
terns in how we live our lives can be discovered by people in our social 
network. If a query on Facebook is specific enough, its answer may be 
a sample size of one—you. Do you want Facebook to show your uncle, 
who’s searching for the best places to visit in Amsterdam, that you’ve exu-
berantly liked every one of a friend’s posts about a favorite “coffee shop”? 

Social graph data will increasingly be utilized in the evaluation of 
people’s trustworthiness before and during their interactions with many 
institutions. Several years ago, Allstate—which sells insurance to 10 per-
cent of American households—hypothesized that its customers were 
more likely to file a false claim if people in their social network had 
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themselves previously filed false claims in the past. This is a clever appli-
cation of homophily: people with similar values—in this case, a procliv-
ity toward filing a false claim—are more likely to be friends than not. 
Allstate receives millions of claims each year, and not every claim can be 
investigated deeply. In the past, the company had to rely on crude prox-
ies, such as whether the physical neighborhood in which a person lived 
had a high percentage of false claims. If Allstate could instead access data 
about a customer’s neighborhood in the social graph, these data would 
help staff flag up new claims that needed extra scrutiny for possible fraud.

Because property insurance companies are primarily “offline” busi-
nesses, Allstate needed to add an online data source. The insurer turned 
to data brokerage RapLeaf, which had a massive collection of email ad-
dresses and social network data, with most of the Facebook data—includ-
ing users’ friend lists—bought from apps that accessed people’s Facebook 
accounts with their permission (but potentially available for purposes be-
yond what users ever imagined). First, RapLeaf used data mining to find 
out which online accounts actually belonged to the same person. Second, 
primarily based on its Facebook data, RapLeaf provided information of 
connections between people. The database allowed Allstate to identify 
customers whose friends were also Allstate customers, and Allstate then 
could determine at what level to investigate a client’s claim based on his 
friends’ history with the insurer. After RapLeaf became the subject of 
a withering profile in the Wall Street Journal for inadvertently sharing 
personal data combined from various sources with some of its clients, 
Facebook banned the company from scraping its site.72

Of course, Facebook itself is exploring ways to monetize its social 
graph data. In 2010, the company acquired a patent from Friendster 
that suggests how social graph data can be used to filter content about 
other individuals.73 However, when Facebook filed an update in 2015, 
the patented idea that generated headlines was all about money. In the 
patent’s words:

When an individual applies for a loan, the lender examines the credit 
ratings of members of the individual’s social network who are connected 
to the individual. If the average credit rating of these members is at least 
a minimum credit score, the lender continues to process the loan applica-
tion. Otherwise, the loan application is rejected.74
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If your only real-world overlap with a Facebook friend is that you once 
worked for the same company, or occasionally played basketball together 
in a pick-up league, or knew from your mother that he was a third cousin 
twice removed, should you be considered risky business because he appears 
on your friend list and is a sketchy character? I think it would be more in-
teresting if we could explicitly “couple” our personal reputation with that 
of the people in our social network. Here’s how the basic concept works: 
I trust my friend Daniel Kahneman, who has a Nobel Prize in economics, 
among a few other trust-inducing accomplishments, to his credit. Perhaps 
I’d like 50 percent of my own reputation to be tied to his reputation—I’d 
assign a “reputation-coupling trust coefficient” of 0.5. This means that if 
Danny’s reputation rating goes up by 1 unit, I would get a rating boost of 
0.5. Conversely, if for some reason Danny’s reputation rating went down 
by 1, my rating would go down by 0.5. Trust coefficients would allow me 
to curate an aspect of my identity—my friends, mentors, and inspira-
tions, and their influence on me—with much finer detail than the typical, 
binary choice of indicating that a person is a friend or not.

If trust coefficients are openly published for other people to see, I’d 
definitely have to consider what my choices communicate about me. I 
might couple all of my reputation to “blue-chip” people like Danny, but 
because he has a well-established, stellar reputation, his reputation can’t 
really go up much more, and I’m not likely to see much improvement on 
my own as a result. If my goal was to improve my reputation, I’d seek out 
people who were “rising stars.”75

A mechanism similar to reputation coupling has been built into the 
business model of the German start-up Friendsurance, which brokers 
what the founder calls “peer-to-peer insurance.”76 To set up a Friendsur-
ance plan, two (or more) people indicate they will contribute a specified 
amount—say, thirty euros—if the other reports that an insured piece 
of property has been lost or stolen. The customer pays lower premiums 
while keeping the same coverage, because each friend’s commitment 
helps cover the higher deductible required for the lower-premium policy. 
Asking friends to pay on a claim also reduces the number of filed claims. 
People are less likely to submit a fraudulent claim “against” a group of 
friends versus a distant corporate HQ, either because they don’t want 
their friends to know (say, if they’ve been reckless) or because they don’t 
want their friends to be saddled with the bill. In a way, customers vouch 
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for the honesty of their claims to their friends—and their friends vouch 
with their wallets for the veracity of the claim when the insurer has to 
pay the amount due above and beyond the Friendsurance deductible. 
In essence, Friendsurance hands over some of the work of assessing a 
customer’s risk profile to his peers. Who wants to invite cousin Doug to 
join such an insurance plan if he has a reputation for losing a smartphone 
every three months?

Where trust coefficients and reputation coupling are adopted, subse-
quent design choices will significantly affect the social network. Is the 
amount of trust you have in others fixed or elastic? In the real world, your 
trust in a person might get strained or broken based on experience, but 
you don’t have a fixed amount of trust to distribute among your friends. 
If my trust in my brother increases, I’m not forced to reduce my trust in 
someone else. My increased amount of trust in people also doesn’t de-
flate the value of my trust—trust isn’t like money, where printing more 
currency deflates the value of each unit. A data refinery implementing a 
trust coupling system might prefer to artificially limit trust, as some dat-
ing sites do when they limit members to sending only one message a day. 
Likewise, LinkedIn could give you a hundred “trust credits” to distribute 
publicly across your professional contacts instead of allowing users to 
endorse others in a specific area of expertise. Ideally, this would help to 
align your interests with the refinery’s: as you assign and edit your trust, 
the data about how your trust assignments and levels change over time 
and in response to people’s behavior and reputation would be refined to 
help you decide whose advice to seek when. 

A refinery could also decide to let you see the distribution of trust across 
people and how it has evolved over time. This would allow you to see if 
someone has a habit of shifting her trust credits back and forth between 
contacts as a form of reputational speculation. People who don’t like such 
behavior might decide to divest their trust in her. If the origins of the trust 
credits invested in you were published, other users would be able to see 
that you were getting trust from a very weak tie in your social network 
and could decide how much that mattered to them. It would also make a 
difference if you were required to accept a “trust request,” indicating that 
you were okay that the person wanted her reputation to be tied to your 
own. Should such a market in trust credits operate somewhat like the 
stock market? If you buy shares in Microsoft, you are basically saying that 
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you want your personal wealth to be tied to the fortunes of Microsoft. 
Microsoft has no say in whether you can buy shares in it or not. 

Trust coefficients would provide useful data for decision-making—
as well as for developing norms for online social behavior. If you trust 
someone enough that you want to tie your reputation to her, it probably 
makes sense to keep an eye on what she’s up to.

The Larger Context

We take counsel from our friends and family. We notice what people 
around us consider to be appropriate and inappropriate. The new abun-
dance of social data means that our relationships—who we interact with 
and how we interact with them—can be observed in rich detail. Will we 
be able to use social graph data to make better decisions? The goal cannot 
merely be to improve the response rate on marketing campaigns.

For the most part, Facebook, LinkedIn, and other data refineries that 
specialize in social graph data have been up-front about how they collect 
data: they provide a platform that encourages people to explicitly share 
information about their interactions and personal histories. But these 
platforms have their limits: we cannot share every moment of our lives 
on Facebook. That’s why Facebook constantly explores new ways to im-
prove its model of the world’s social graph. It tracks users as they browse 
the internet, taking advantage of cookies built into the tools that allow 
readers to like content on another site and to share that like on Facebook 
with the same click.77

Facebook also links people who share a computer or mobile device, 
even on a single occasion.78 It does this by creating a “fingerprint” for 
the device you are on, much like BioCatch authenticates a user through 
a “usage fingerprint” based on keystroke and mouse movement patterns. 
Facebook’s device-print is based on many data sources, including the op-
erating system’s language setting, the list of installed apps, and the user’s 
list of contacts (if the user gives Facebook access to them). Facebook uses 
device-printing to reduce fraud. 

Of course, device-printing also allows Facebook to note when two 
users have at least once used the same device to sign in, perhaps because 
they live in the same household. These data can be used to improve the 
map of the social graph and to devise advertising campaigns, since many 
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purchasing decisions are made at the household level. But how much do 
users benefit from Facebook detecting portions of the social graph that 
they haven’t chosen to share explicitly with the company?

Data refineries must explain to users how the data they contribute will 
end up benefiting them—those twin aims of transparency and agency. 
This is partly why I have proposed the trust coefficient: it is designed so 
that people can improve their reputation by explicitly expressing their 
trust in each other. Some people are trust sinks; some are trust sources. 
Both sides are essential to a functioning society. Novel methods like this 
can do more than reward people for creating data; they can transform 
that data into a powerful tool for decision-making, influencing how we 
behave—hopefully for the better.

Decisions are always made in a context. There’s little question that our 
social environment influences the decisions we make, but so, too, does 
the physical environment. Where we’ve come from and where we are 
help determine where we want to go next. We make different decisions 
depending on the time of day, the weather outside, our level of fatigue or 
happiness, just for a start. We also act—and make decisions—differently 
based on whether we are being observed, of course. When those observa-
tions are recorded, that also changes our context dramatically.

With the explosion in the number of sensors on the planet, the data 
refineries are in a position to point us in the most relevant direction. At 
least we can hope so. We’re about to find out.
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4

CONTEXT AND CONDITIONS

Making Sense of the Sensorization of Society
What Does It Mean to Live in a World Where  
Everything Is Recorded?

Wherever there is light, one can photograph.1

ALFRED STIEGLITZ

The sunlight is nearly blinding as it bounces off the squat, square, perfectly 
beige and banal government complex across the street. In the foreground, 
a police officer squints into the camera, shrugs, and shakes his head.

Man’s Voice: Look, I’m out in public taking photographs. And be-
yond that, it’s none of your business what I’m doing.

Officer 1: Did you say it’s none of our business?
Man’s Voice: Yep. If I’m not being detained, you guys have a nice day.

At that, another officer pulls out a pad and the man is told he’s being 
detained. Officers pat him down to ensure he’s not carrying any weapons. 
When the search is complete, he gets a warning.

Officer 2: Here’s the thing: just make it easy for all of us. We’ll get 
your name; we’re going to make sure you’re not someone who’s out 
here trying to kill us.

Man’s Voice: Is it illegal to take pictures of you? Is it illegal?
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There’s a long pause as the officer stares into the camera—at least, it 
seems that’s what he’s doing. It’s impossible to know exactly where he’s 
looking, as his eyes are obscured by his mirrored sunglasses. He tightens 
his lips and sets his jaw; the furrow between his eyebrows deepens. Fi-
nally, he answers the man: “No.”2

The sun is just as bright in a second video recorded that day, but this 
time the glare glances off the front hood of a police cruiser. The dashcam 
observes the officer waiting patiently for the traffic light to turn green 
before he can reach a station wagon about to leave a parking lot. The of-
ficer, whose voice sounds familiar, reports his location to radio dispatch, 
then orders the driver to roll down his window. The officer informs the 
driver that he got pulled over because his license plate is partly obscured.3

The driver quickly informs the officer that he used to be qualified to 
drive commercial vehicles on his license, but that’s been suspended—
something he knows might cause confusion when his license number is 
radioed in to dispatch.4 Sure enough, the dispatcher says the driver’s li-
cense is invalid, and the officer arrests him, not merely for driving with a 
suspended license but for doing so knowingly. The day wasn’t going quite 
the way Jeff Gray had planned.

Gray is a member of a citizen group that records videos of authorities 
in public and posts them at the website Photography Is Not a Crime. 
Earlier in the day, he had been conducting a “First Amendment audit,” 
recording officers coming and going from the Orlando police department 
to see if they would challenge his right to do so.5 He hadn’t expected one 
of the officers to follow him from the scene and arrest him for a minor 
traffic violation because of it.

Gray didn’t record the traffic stop or his arrest. However, the police 
car’s dashcam was recording, and that audio captured the moment the 
police officer changed his frequency from general broadcast to direct car-
to-car communication, which he used to consult the officer who had 
given Gray the warning across the street from the police department.

Officer 2: Hey, do you want me to go straight to BRC [the booking 
and release center] or do anything special?

Officer 1: [unintelligible]
Officer 2: I’m sorry?
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Officer 1: Frankie’s on his way over there, and we’re going to find the 
L.T. [lieutenant] to see if there’s anything else we need to do. You’re 
not recording right now while you’re talking?

Officer 2: I’m sorry?
Officer 1: Are you still recording yourself?
Officer 2: Uh, I only have same-car right now, but the mic is running.

When it came time for Gray to challenge his arrest in court, he was 
lucky: the “Sunshine State” of Florida has the strongest public records 
laws in the United States.6 He could point to the note in a state attor-
ney’s office newsletter urging police officers to pull over drivers for an 
obstructed license plate only if it was impossible to identify the plate 
number. He could also refer to a Department of Motor Vehicles memo 
explaining why the driver of a noncommercial vehicle should not be ar-
rested for having a disqualified commercial license.7 Eventually, he could 
replay the dashcam footage, which made clear that his tag number was 
visible—and he’d also get to hear the police officers discuss whether to 
take him straight to booking or do something “special” to him.

As these Orlando police officers learned, because sensors have become 
so small and storage has become so cheap, today anything and everything 
you say and do might be recorded. The sign has flipped: the default con-
dition of life has shifted from “off the record” to “on the record.”

Consider the number of networked cameras that capture data about 
you as you go about your day. Surveillance cameras are mounted in of-
fices, stores, public transportation; on city streets, ATM machines, and 
car dashboards. You or your neighbors may have installed cameras to 
watch over your front door; you may have a webcam watching over your 
valuables—perhaps even your children. Security cameras are virtually ev-
erywhere, installed both to provide a record if a crime is committed and 
to deter people from committing a crime in the first place.8 Based on an 
exhaustive survey of the number of such cameras in one English county 
in 2011, it was estimated there were 2 million surveillance cameras in 
the United Kingdom alone—about one camera for every thirty people.9 
Generalizing this to the rest of the world, there are about 100 million 
cameras watching public spaces, all day and all night. Yet, this is only 
one-tenth of the 1 billion cameras on smartphones.10 Within the next 
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few years, there will be one networked camera for every single person on 
the planet.

Then think about the other sensors on our smartphones. There’s at 
least one microphone; a global positioning system receiver, which deter-
mines your location based on satellite signals; a magnetometer, which 
can serve as a compass to orient your phone based on the strength and 
direction of the earth’s magnetic field; a barometer, which senses air pres-
sure and your relative elevation; a gyroscope, which senses the phone’s 
rate of rotation; an accelerometer, which senses the phone’s movement; a 
thermometer; a humidity sensor; an ambient light sensor; and a proxim-
ity sensor, which deactivates the touchscreen when you bring the phone 
to your face. That’s a dozen or so networked sensors per phone, bringing 
us to a total of more than 10 billion sensors on mobile phones alone. 
And that’s not counting cars, watches, thermostats, electricity meters, 
and other networked devices.

If technology continues to follow Moore’s Law, doubling the comput-
ing power available at the same price every eighteen months, we will very 
likely be sharing the world with roughly 1 trillion sensors by 2020, in 
line with projections from Bosch, HP, IBM, and others.11

To record the Orlando Police Department, Jeff Gray used a standard 
video camera, a device that could be identified from many meters away. 
He did not try to hide his camera, since one of his motivations for re-
cording the officers was to see if they would challenge his right to collect 
the data. In contrast, while the officer who pulled Gray over knew his pa-
trol car had a live dashcam with a microphone, Gray was never notified 
during his arrest that the encounter was being recorded. Further, Gray al-
ways intended to share his video on the internet. The police department 
may never have shared the dashcam footage if it hadn’t been forced to do 
so under the state’s “Sunshine” laws.

Not all governments give citizens the right to access the type of re-
cords that helped Gray fight his arrest. Most organizations that collect 
data about a person do not share it with the subject. These records of 
our interactions will transform expectations about privacy. Even more 
fundamentally, they will also change the context and conditions of our 
interactions. We have significant issues to consider. Why do the laws 
currently treat photos and videos taken within public view differently 
from sounds taken within public earshot?12 Which new types of sensors 
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will be treated like cameras, and which like microphones? Why would 
a person’s “right to record” depend on the type of sensor used? Should 
access to data be solely put in the hands of the person or entity that 
owns the sensor, or should all the participants in the event have access 
to the recording? If a person records an event involving another person, 
who has a “right” to decide how those data are used? If everything is 
recorded, will it encourage “better” behavior? And how will the lack of 
any recording be interpreted?

The complications of continuous recording can be seen in another case 
involving the Orlando police. In court, a driver successfully challenged a 
charge of driving under the influence of alcohol or drugs by noting that 
dashcam video of the arrest wasn’t available. It didn’t matter to the judge 
whether the camera was broken or the officer forgot to turn it on: the 
lack of video to “corroborate” the officer’s arrest report meant the officer’s 
word was no better than hearsay.13

As our world gets increasingly sensorized, we will need to come to 
terms with the trade-offs of collecting and sharing data about our bodies, 
our feelings, and our environment that others might put to some future, 
unknown use. Now is the time to set down the conditions for how these 
data can be used so that the rewards—to individuals and to society—will 
outweigh the risks. Small differences in the rules we set today may have 
tremendous consequences for the future. I believe it is essential to exam-
ine how sensor data can be utilized following the principles of transpar-
ency and agency.

A Personalized Point of View

Some of the issues of power asymmetry in the use of sensors can be seen 
in the public reaction to users of the Explorer version of Google Glass. As 
a social experiment, I wore my Glass pretty much all the time for nearly a 
year.14 It was always there, plainly visible, right on my face.

The experiment came to an abrupt end at the Mexico City Interna-
tional Airport, where an immigration officer pulled me aside because 
wearing Glass meant that I might have taken photos in an area where 
photography was not allowed. The fact that my Glass was turned off, and 
only served as my prescription lenses at that moment, made no differ-
ence to him. I argued that most smartphones contain the same range of 
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sensors as Glass, but my remonstrations led nowhere (beyond a seat in a 
small holding room for a few hours).

The immigration officer’s reaction to Glass was not atypical. Why does 
a camera worn at all times bother people any more than a smartphone 
carried at all times? Quite a few of the people who became unsettled 
when they saw I was wearing Glass would probably have been comfort-
able with me holding my phone. I wondered if the difference was the 
ease of recording hands-free videos, or the difficulty for the other party 
of detecting when Glass was recording. Still, an attentive person might 
notice a reflection on the display prism—unless, that is, his attention was 
focused on some nearby spectacle rather than on my spectacles.

Further, while I was wearing Glass, people also seemed annoyed when 
they thought I was splitting my attention between our conversation and 
the display. I decided to “run” an informal experiment where I would 
pretend to look up information about the individuals I was talking to, or 
that I was receiving automatic “image search” results based on what was 
in front of me (including their faces). My companions were dismayed. 
They felt this put them at a disadvantage in the conversation. They were 
used to others having information at their fingertips, but Glass put it at 
the tip of my nose, where they had no way to see for themselves when I 
was focusing on them or on a screen.

Another possibility was that people were unsettled that I might share 
the conversation. I could upload a recording to the cloud, or send the vid-
eostream via my mobile phone,15 for others to watch in real time.16 What 
would stop someone from inviting a third party to surreptitiously listen 
in on a conversation? What would stop her from storing the conversation 
so that it could be shared with some interested party in the future?

Many people feel uncomfortable talking with someone who refuses to 
take off a pair of mirrored sunglasses, because they aren’t able to see his 
eyes and get a better sense of what he is feeling about the conversation. 
Glass may not obscure the eyes, but it still challenges norms of conversa-
tion. The various reactions to Glass suggest that people have three main 
fears about living with ubiquitous sensors, and how they are either vio-
lating social conventions or forcing them to change.

First, there is the fear of information imbalance, of data being retrieved 
about others or the situation in a way that will alter the outcome of the 
interaction. When one side of a conversation has access to information 
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and the other does not, the power imbalance can be unbearable. People 
may be worried about the “lemon” problem, whereby asymmetries in 
access to information cause them to get ripped off (as in the classic exam-
ple of a used-car salesman hiding information from a buyer). There’s also 
the issue of distractions from the immediate context, which heightens 
feelings of insecurity about whether the attention of your conversational 
partner is focused on you or something else.

Second, there is the fear of dissemination, of others sharing data with 
people, companies, or the web without permission. If a new person joins 
a group meeting in person, each conversationalist can shift the topic in 
response; the new “audience” is patently transparent. This transparency 
doesn’t occur automatically with cameras, which is why organizations 
stick up warning notices. This allows individuals to decide how to act in 
view of the fact that there might be repercussions for having their actions 
witnessed and analyzed by the camera’s owner or associates. Glass itself 
served as a warning notice, but it put people on alert all the time, even 
when the feed wasn’t on.

Third, there is the fear of permanence, of others recording data and sav-
ing the data somewhere. In this case, the fear comes down to an uncer-
tainty about how the data might be analyzed or used in the future. With 
no guarantee that the consequences of the recording will be positive, it 
might be best to assume the worst. In addition, laws differ from place to 
place about who is allowed to record what without permission. For in-
stance, an individual or organization has the right to install a camera that 
records the movements of people visiting their property, but the people 
visiting the property don’t have the same right. Regulation of privately 
owned cameras attached to drones, which can observe conversations 
from the air, will take years to be hashed out.

Perhaps the person with the most experience wearing a recording de-
vice is Steve Mann, a professor of electrical engineering and computer 
science at the University of Toronto. Mann has been wearing different 
versions of a “Digital Eye Glass” for more than three decades.17 While a 
student in the 1980s at MIT, where Mann was a founding member of 
the Wearable Computing Project, he rarely removed his version of Glass 
and constantly experimented with applications for it, including trans-
mitting a live web feed of everything he saw (in the early 1990s, when 
there were only a handful of live feeds on the web).18 He also coined the 
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term “sousveillance” to describe his video and audio recordings of orga-
nizations that had surveillance cameras on their premises.19 Surveillance 
is conducted from above, sousveillance from below.20

Mann is an advocate of using wearable computers for personal empow-
erment. He believes an “always on” computer allows people to capture 
data they do not yet realize could be relevant in the future, even only a few 
minutes later. To demonstrate this, he has played around with methods 
to augment human senses and memory with wearables—for example, by 
zooming in on objects in the distance or cueing up super-slow-motion re-
plays of information that the eye cannot process in real time.21 In Mann’s 
experience, wearables allow people to filter incoming data—for example, 
by obscuring ads they don’t want to see.22

While such features are interesting, I believe the full value of sensor 
data will be unleashed only if they are shared and refined. In my year 
experimenting with Glass, I recorded many weeks’ worth of video. How-
ever, I reviewed only a few minutes of the videos and never actually used 
them to help me make any decision or learn anything about my behavior. 
I wasn’t able to efficiently search through and retrieve relevant parts of a 
video I had taken, let alone run the data through a refinery in real time 
to get feedback and suggestions for what to do. I had the tools to collect 
data but I didn’t have the tools to find data that were relevant to my cur-
rent context, let alone analyze the data to recognize patterns or generate 
predictions.

In the next few years, as work in artificial intelligence progresses and 
the refineries automate the process of labeling data, this will change. 
Companies are discovering the value of analyzing everything from where 
their customers walk in a store to how concentrated their employees are, 
and the technology will become affordable enough for most organiza-
tions. Increasingly, we’ll all depend on sensor data to give us recommen-
dations pertinent to our given situation.

More than twenty years ago, Eric Horvitz of Microsoft Research and 
Matthew Barry of NASA looked at when and how to optimize the display 
of information where time is of the essence in high-stakes decisions such 
as those necessary for safely overseeing an aircraft’s flight from ground 
control.23 They started with the assumption, based on a classic study in 
cognitive psychology, that most people are simply not able to juggle more 
than about seven “chunks” of information at the same time.24 Worse, 
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when a situation gets heated and there are lots of distractions—as might 
very well be the case in an emergency—this number could drop as low 
as two pieces of information.25 Eric’s early models, developed for engi-
neers monitoring the Space Shuttle, identified which information had 
the highest expected value in a critical decision-making moment and 
gave this information more prominence in the engineers’ displays.

Socializing sensor data can go further, by drawing attention to import-
ant things people may have missed. Imagine, for instance, that you could 
share a conversation with a refinery for analysis. The app Cogi allows you 
to keep track of the most interesting portions of a conversation, by stor-
ing the last fifteen seconds in the phone’s temporary audio buffer. If you 
hear something interesting, you tap a button and the app permanently 
stores the recent audio and keeps recording until you stop it; if you don’t 
tap the button, the buffer is subsequently overwritten. If several peo-
ple use the app to record a conversation, they could compare what they 
found interesting enough to save. Over time, those saved conversations 
could be analyzed to determine which speakers, word choices, or topics 
received the most attention.

Attention and relevance vary based on your context. As we saw in 
Chapter 1 with the story of searching for an “ambiguous” jaguar—which 
might be a cat, a car, or a computer operating system—algorithms rank 
search results based on a variety of content categories, highlighting the 
information that best matches your intentions. Knowing your context 
helps refineries improve the relevance of their outputs to you. For in-
stance, let’s say you search for “jaguar” on your phone while standing in a 
zoo. If the app knows your geolocation, it can compare your coordinates 
to a map of the area and rank content about the cat higher in your re-
sults. If you’re standing in the parking lot of the zoo, the app could use 
the phone’s cameras to detect whether you might be curious about the 
newest model of a luxury car in front of you rather than exploring a facet 
of big-cat life after the day’s visit.

Not all contextualized search terms are as innocent as a jaguar in the 
jungle, however. If a person searches for “jasmine” after a long night spent 
at a club, it’s highly unlikely that he’s looking for information about the 
flower in the hope of squeezing in some gardening time before dawn. 
He might be looking for the address of a twenty-four-hour Chinese food 
take-out that’s on his way home, or—just maybe—he might be tempted 
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to check out the live models on the adult entertainment site Livejas-
min.26 Is he wandering around downtown, or is he in his bedroom? A 
refinery can get him where he wants to be more efficiently, using current 
and recent geolocation data to personalize his results.

Taking context into account can also help us make better decisions 
for the long term—in Danny Kahneman’s terms, “thinking slow” rather 
than “thinking fast.” For instance, at least one bank considered offering a 
customer service code-named “no regrets” that looked at an individual’s 
past transactions and current context. You walk up to an ATM in Las 
Vegas at 4 a.m. and ask to withdraw a thousand bucks. Instead of spit-
ting out the bills, the machine prompts: “Are you really sure you want to 
withdraw that much cash right now? People like you who confirmed ‘yes’ 
in a similar situation tended to regret it later.”

If the sensor is in your hands, you can choose the conditions when you 
share your context with refineries. But some of the trillion sensors that 
will record your life over the next decade will be controlled by banks, 
stores, employers, schools, and governments. There’s a growing interest 
in using far more personal information than just where you are at any 
given point in time, and that interest encompasses who you’re with, how 
you’re feeling, and where your focus is—compared to where it ought to 
be. But who gets to decide when your “full” context matters? Before we 
turn to this fundamental question, we must first understand how context 
is extrapolated from sensor data that isn’t always in your hands.

From Where You Are to Who You’re With

At 04:00 UTC (Universal Time Coordinated) on May 2, 2000, the US 
government stopped adding noise to the signals of the Department of 
Defense’s twenty-four Navstar satellites, improving GPS resolution by an 
order of magnitude, down to a few meters, enabling a range of personal 
navigation services.27 The benefit of providing this level of precision to 
the general public has been enormous: it’s estimated that GPS added 
more than $70 billion to the US economy in 2013, simply through busi-
ness efficiencies.28 The contribution of GPS to improved health, safety, 
and environmental stewardship is still to be tallied up.

Todd Humphreys, a professor of engineering at the University of 
Texas at Austin, argues that civilian GPS resolution could be even more 
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precise. With funding from Samsung, he and his colleagues have pin-
pointed a standard mobile phone’s GPS receiver down to a centimeter.29 
Humphreys predicts that within a decade, we will attach miniature geo-
location trackers to nearly everything we own, so that we can search for 
belongings much the way we search for information on the internet.30 
But the current resolution is more than high enough to find yourself—or 
allow someone to find you.

Geolocation trackers with the weight of a pen and the size of a stamp 
aren’t science fiction; they already exist, and they run on a single, coin-
sized battery for a year. They can be this light, this small, and this 
energy-efficient because they have been designed as beacons: instead of 
listening for regular signals from faraway satellites, they simply emit a 
unique ID via the Bluetooth Low Energy (BLE) protocol that can be 
picked up by devices within ten meters. A user can install an app that 
reports to the manufacturer’s central database when his beacon’s ID has 
been spotted at a place and time. Sometimes, a user is close enough to 
his beacon to find it with the app on his own phone, but most man-
ufacturers offer the option of expanding the search by querying other 
phones with the app. People have reportedly used beacons to find lost 
keys, track down stolen property, and locate loved ones in large crowds.31 
In addition, Facebook and other big data collectors are exploring ways to 
spur beacon adoption by supplying free beacons to organizations. These 
beacons allow the Facebook app to note when a user approaches a Face-
book beacon, to provide him with locally relevant content and to record 
his pattern of movements.

What stops a person from slipping a Bluetooth beacon into someone 
else’s bag or purse? Nothing. Currently, the law doesn’t make it illegal for 
a person to track somebody using a geolocation identifier (unless, that is, 
the person works for the government, in which case he’d need to obtain a 
search warrant). If you want to protect yourself from a sensor that’s been 
attached to you, you are left to your own devices. 

When I say “your own devices,” I mean it literally. There’s a growing 
business in privacy-preserving technologies such as portable Bluetooth 
jammers or GPS jammers, which produce noise on the same frequen-
cies as Bluetooth or Navstar signals, effectively disabling all receivers 
within several meters of the jammer.32 Although you can find instruc-
tions for manufacturing jammers on the web, it’s illegal to make, sell, 
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or use jamming devices in the United States and many other countries. 
That hasn’t stopped people from trying them out, however. In one case, 
a truck driver who didn’t want his employer to track his movements 
during the workday deployed a GPS jammer in his company truck. The 
jammer worked—but it confused more than his employer’s GPS: it also 
disrupted the air traffic control system at Newark international airport. 
(He racked up more than $30,000 in fines from this effort to obscure his 
whereabouts from his boss.)33

A jammer stops a GPS device from knowing where it is, but it’s also 
possible to trick a GPS into reporting incorrect geolocation data. Todd 
Humphreys has built a GPS “spoofer,” which sends fake satellite signals 
to a targeted receiver.34 The spoofer makes the receiver believe that the 
device is somewhere it’s not. If a person or vehicle uses a GPS navigation 
app, the spoofer could purposefully provide directions to an unwanted 
destination. 

After hearing these tales of trackers, jammers, and spoofers, you might 
never again want to use any GPS or Bluetooth device, but even the sim-
plest mobile phone conveys your geolocation. Your phone switches from 
cell phone tower to cell phone tower as you go through your day, cre-
ating a record of your movements. If you have a phone that connects 
to the internet using wifi, a hotspot provider can detect precisely which 
spots you have visited—and unlike GPS, wifi works indoors. This is the 
reason many retailers now provide free wifi: it is a way to observe how 
you move through the store.35 (Wifi beacons compete with Bluetooth 
beacons as a method for tracking location.) This is an important sign flip. 
Knowing your exact location is more valuable to a retailer than making it 
difficult for you to look up product information, consumer reviews, and 
competitors’ prices online. With that data, a retailer can even offer loca-
tion-specific deals, whether that location is a specific branch with excess 
inventory or the aisle where you are currently browsing.

There is yet another very different source of data about where you 
have been: both photos that you’ve taken and photos in which you ap-
pear. To begin with, most photos shared online were taken from camera 
phones, and most camera phones have GPS. The metadata associated 
with the photo by default include the longitude and latitude where the 
photo was taken. While it is possible to delete such data from your own 
photos, you can’t control the metadata of images taken by others. With 
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billions of photos taken every day, chances are your location has been 
recorded.

Geolocation metadata aren’t the only clues embedded in photos. A 
well-known landmark in the background, a street sign, or a restaurant’s 
menu can give away your location. The length of the shadows on the 
ground can reveal the approximate time of day. Algorithms are being 
trained on video as well, so that a person pounding the pavement of a 
city street can be identified and tracked block to block by the characteris-
tics of her gait, even using grainy video from low-resolution surveillance 
cameras.36

While some have advocated wearing dark glasses, hats, makeup, and 
stickers to confuse the machines,37 it is becoming more and more difficult 
to escape facial recognition software. As we saw in Chapter 2, Facebook’s 
DeepFace software can match your face to those appearing in images in 
which you’ve previously been tagged, including photos taken in dramat-
ically different lighting and from various points of view. You might ask 
your friends to delete the tags they add to photos, but what about the 
machine-generated tags that you may not see? In addition, several com-
panies are adopting identity-verification procedures that require users to 
share live streaming photos or videos of themselves.

Chinese social media platform Tencent was an early pioneer in this 
area. Tencent had noticed that the messaging service QQ had been over-
run by characters who weren’t exactly who they pretended to be. Quite 
a few prostitutes had opened QQ accounts to solicit customers, and for 
their profile photos they tended to use pictures they’d lifted off the web—
sometimes even adding the legal sounding (and perhaps legally sound) 
but utterly useless disclaimer line “for illustrative purposes only” to them. 
Savvy Johns learned not to take a person’s photo at face value, but the 
practice became so rampant that many users felt they could not trust any 
profile on QQ. In response, Tencent developed a program for dynam-
ically verifying a profile using video. A Tencent-approved community 
manager would ask the user to turn on her webcam and perform a series 
of actions in response to real-time cues: touch your right ear, shrug your 
left shoulder, and so on. If the face on the video matched the uploaded 
photos, the profile was said to be “verified.”

Tencent’s solution involved enlisting a brigade of humans to issue com-
mands and assess video, and there were still tens of thousands of accounts 

9780465044696-text.indd   119 11/18/16   1:21 PM



120	 DATA FOR THE PEOPLE

that simply couldn’t be verified. With the swift evolution of facial recog-
nition software, machines can do the job—and they can do it no matter 
the time of day or night. Payment processing company Worldpay has 
developed a “Pin Entry Device Camera” that can capture one or more 
facial photos as a customer inputs his card’s passcode into a shop-based 
terminal. Worldpay plans to build and manage a central database of all 
those headshots and train facial recognition software on them in order 
to verify that the person using a card is authorized to do so; if the photo 
doesn’t match up, clerks would be prompted to check another form of 
ID before the purchase could go through.38 Likewise, in an effort to re-
duce the use of stolen credit cards or card numbers for online purchases, 
MasterCard has rolled out the Identity Check program. Card customers 
set up a biometric profile by uploading a scan of their fingerprints and 
facial photos. Then, at the time of checkout, they submit a fingerprint 
scan and a “selfie” video from their mobile phone, which are compared to 
the registered biometric data. If the images don’t match, the transaction 
is denied. In early tests of the system, users were asked to blink in the 
video to prove they were a real, living human, to ensure against the situ-
ation where images as well as card details are stolen off the web.39 Other 
banks and institutions are likely to create or buy access to databases of 
fingerprints and headshots to help protect customers and their money, 
and people who opt out of having their data collected for this purpose 
may be forced to forfeit certain financial protections.

Beyond the whorls of skin on the finger pads, humans have other 
unique biomarkers that can be used to confirm a person’s identity, such 
as the pattern of pigmentation in each eye’s iris.40 Unlike the skin on our 
fingertips, the patterns on the iris do not wear down over time, which 
means the biomarker has a longer shelf life. And whereas scanning a 
fingerprint requires asking a person to touch a scanner or other collec-
tion surface, an iris can be scanned and recognized with a camera up to 
ten meters away. Biometrics researchers at Carnegie Mellon University 
in Pittsburgh have been able to capture an image of irises from the re-
flection on a car’s side-view mirror, or from a person strolling through 
a room, and match it to previously stored iris prints.41 Several govern-
ments, including India, with a population of 1 billion people, are taking 
(or plan to take) iris scans of every person who renews the required na-
tional identification card.42
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However, your face doesn’t need to be visible to identify you, or to 
pinpoint where you are. After your mobile phone, your car is the sec-
ond-best proxy for you and your location. By law, your car’s license plate 
number has to be readable, as Jeff Gray knows all too well. Vigilant 
Solutions, based in Livermore, California, combines images from tens 
of thousands of cameras that have been mounted in parking lots, shop 
windows, even outside private homes.43 It’s possible to reconstruct an 
individual’s movements using place-based sensors, by stitching together 
the unique identifiers reported across a network of sensors to a central 
database. The photos from Vigilant’s network of cameras are processed 
by optical character recognition algorithms to identify every number 
plate. Vigilant claims it adds about 100 million individual license plate 
identifications to its national database each month.44

In addition to its network of fixed cameras, Vigilant enlists a network 
of drivers to install dashcams in their cars and feed the data to its data-
base. Many of these dashcams are in vehicles driven by investigators for 
“repo” companies, which hunt down cars whose owners have stopped 
making payments on loans.45 By adding dashcam images to its network 
of place-based cameras, Vigilant is able to cover a much wider geographic 
area.

There are two ways to query a license plate database like Vigilant’s. You 
can search for a particular license plate and learn where and when it was 
spotted, or you can search for a particular place and time and find which 
license plates were there. Police officers often search for plates at the lo-
cation of a crime in order to identify possible suspects and witnesses. If 
a person’s car was nearby, he was probably nearby, too. Unlike the rest 
of us, the police have access to state-by-state databases of vehicle regis-
trations and can get the name of the car’s owner from the plate number. 
According to documents uncovered by the ACLU, police departments 
themselves say the use of the database “is only limited by the officer’s 
imagination.”46

Reportedly, the primary customers for privately held plate databases 
like Vigilant’s are law enforcement agencies, but in theory anyone could 
pay Vigilant for its services. The company’s clients include car dealers 
hoping to repossess cars and insurance companies trying to determine 
the details of an accident. Private detectives use the database as well. If 
someone knows you, it’s easy for her to get your plate number. All she 
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has to do is look in the garage. Forget hiring a gumshoe to track a spouse 
to see if he’s really staying late at the office every night. Just pop the plate 
number into the database and find out where his car has been—and find 
out what other cars have been there. And if you want to know who drives 
those cars, the database has a pretty good idea where a particular car fre-
quently gets parked—likely revealing where the driver lives and works. 
What used to be an expensive, potentially risky data collection task has 
become cheap and safe.

Some US states have tried to pass legislation making it illegal to create 
a commercial database of plate numbers, but so far these efforts have 
been challenged successfully on free-speech grounds. Taking a picture in 
public isn’t illegal, nor is storing the image in the cloud. Applying opti-
cal character recognition isn’t illegal either. To protect people’s privacy, 
what can we do? We could remove license plates from cars and replace 
them with a device, invisible to passersby and cameras, that transmits an 
encrypted code unique to each car. The authorities would have to install 
receivers in a variety of locations to catch the device’s signal. Of course, 
that device could be hacked, just as fake license plates can be affixed to 
a car, and private companies could build their own sensors for detecting 
the signal. There are no perfect answers here.

Cameras aren’t the only sensor that can pick up the unique characteris-
tics of a person, place, or thing. The ambient noise captured by a micro-
phone, including the one in your mobile phone, can capture enough data 
to discern the vehicle you’re traveling in based on the vibrations of the 
engine, the rattles of the body, and the squeal and squawk of the tires.47

If audio analysis software is smart enough to distinguish your car from 
others, it’s obviously smart enough to know if you’re sitting or walking, 
regardless of whether you have your GPS turned on. If you’ve given a 
voice-to-text app, such as Apple’s Siri or Microsoft’s Cortana, access to 
your phone’s mic, the app could use ambient sounds to characterize your 
context.

The big data refineries are also producing sensors for the home. The 
Amazon Echo propped up in my living room is always in stand-by mode, 
its seven microphones constantly listening. The user manual says that 
only after hearing the hotword “Alexa” does the device come to life, at 
which point it starts recording everything I say—responding to my que-
ries or commands with information culled from the web, putting items I 
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request in my Amazon shopping cart as a “to-buy” list. Similarly, Micro-
soft’s Kinect system for Xbox gaming consoles and Samsung’s smart TVs 
also recognize voice commands, including a request to be turned “on” 
from standby mode.48 Google’s Nest Cam includes a microphone and 
will alert you if there’s an unusual sound in your home—say, “the voice 
of an intruder”49—while you’re away.

Do these devices analyze everything you say, even when you aren’t 
prompting them? It’s safe to say that at least some of them do—and in 
fact, a developer at one of these companies has privately acknowledged 
it.50 His company uses the data to improve its voice recognition software, 
especially when background noises are cloaking speech. In the quiet sur-
roundings of your home, audio analysis could be used to construct dis-
tinct voiceprints for everyone in your household, indicating the pattern 
(and volume!) of family interactions. Google must learn the voices of 
regular household members in order to pick out the sound of a person 
who doesn’t belong in your home. If this is the case, why aren’t compa-
nies more transparent about the fact that they’re collecting these data to 
improve the performance of the system? After all, Google isn’t a space 
heater or baby monitor manufacturer; it’s a data refinery.

If companies were more open about these audio data, you could ask 
to get more benefit from them. Personally, I’d like to have access to any 
and all recordings of my voice—they’d be a fantastic tool for tracking 
down information that I can’t quite remember or discovering interesting 
patterns in my utterances that I wasn’t aware of. To build better speech 
recognition systems, data refineries must create an index of sounds and 
words. That index could help me find anything I’ve said about a pet if 
I discover the pet is unwell and want to give the vet some extra context 
about the animal’s behavior over the past week.

Outside the home, the “soundscape” communicates our physical con-
text, as well. A blaring siren or car horn sounds much different if you’re 
standing on the sidewalk, sitting in a nearby car, or gazing out on a street 
from inside a room. The clatter of dishes in a restaurant is unmistakable. 
So is the shrill ring of a referee’s whistle, the crash of waves, and the 
echo of a tiled bathroom. If you’re traveling by train around Tokyo, your 
location can be identified by the distinct tune played at each station.51 
When you are making a phone call, it’s almost impossible to remove such 
distinct audio clues to your context. 
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Sensor data also contribute to the construction of the social graph. 
Consider two people who have agreed to a secret rendezvous. They re-
alize an analysis of phone geolocation data could potentially reveal that 
they were in the same place at the same time on the day in question, so 
they agree to turn off their phones a few blocks before they reach the 
spot, and slip them into a “privacy case.” When the unwelcome day of 
reckoning comes and their phone records are subpoenaed, is the fact that 
both phones became untraceable for the same few hours a signal that the 
two people were together? Perhaps so. Even more so if the phones were 
moving toward what seems to be a common destination.

At the same time, the social graph can help uncover a person’s loca-
tion. A German fugitive from the law wisely ditched his mobile phone 
and SIM card when he went on the lam in Canada. But though he had 
stopped using his old SIM card and phone number, he didn’t want to 
abruptly stop calling all of the people he usually called. Any person’s 
calling graph is distinct enough that Interpol could look for a new phone 
number popping up with a pattern of calls similar to the fugitive’s pre-
vious one. After about a dozen calls, Interpol flagged the number as a 
potential match, located the new phone, and captured him.

Refineries that analyze sensor data will increasingly need to balance 
the benefits to the majority of users against the potential harm to people 
who may not even be aware that their movements are being inferred. 
Jetpac, which was founded in 2011 and acquired by Google in 2014, 
identified and categorized the content of photos to build a business di-
rectory searchable by characteristic. The company’s software was trained 
on publicly posted Instagram photos—150 million of them52—from 
6,000 cities around the world, many of them geotagged, hashtagged, or 
captioned.53 If the photos taken at a place included a lot of mouths wear-
ing lipstick, the app would say the spot was “dressy.”54 That information 
could help people decide if a place was a good match for them.

Jetpac decided it could create a list of the world’s “top hipster bars” us-
ing its object recognition software. The company’s data scientists looked 
at the ratio of mustaches in photos, thinking this could serve as a proxy 
for the number of hipsters hanging out in a place. The cities with the 
biggest hipster populations all appeared to be in Turkey. How could that 
be? Jetpac’s data scientists realized that men in Turkey were much more 
likely to sport mustaches than men in the United States. They had to 
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“normalize” the data to local conventions, creating different baselines for 
different geographic regions. This is a good example of the essential feed-
back loop between computers and humans in data analysis.

Other categories discovered through Jetpac’s analysis of Instagram 
photos threw up thornier issues. For instance, Jetpac found it could ac-
tually create a listing of gay bars in Tehran based purely on the photos.55 
That might be a great service for an Iranian who didn’t want to risk com-
ing out to the wrong person by asking either friends or strangers, but the 
consequences could have been terrible for the gay community if the list 
got into the hands of the mullahs.56 Yet, if Jetpac was able to develop this 
refining capability, what’s to stop a government from doing so?

At MIT, Professor William T. Freeman and his colleagues have devel-
oped algorithms to measure a person’s pulse, including the distribution 
of blood flow to exposed parts of the body, by detecting very small pixel-
by-pixel variations in the tint of the skin. When the MIT group demon-
strated its results, it was inundated with requests for the code, which 
they posted on the web for anyone to use for noncommercial purposes. 
One request came from a poker player who wanted to detect when an 
opponent’s heart was racing, in order to make more informed bets about 
the person’s bluffing.57

Indeed, cardiologists have found that the peaks and troughs of a per-
son’s heartbeat—called the “PQRST pattern”—are just as unique as a 
fingerprint or iris scan, and much harder to fake. MasterCard, the Royal 
Bank of Canada, and Halifax Bank in the United Kingdom have tested 
an electrocardiogram (ECG) bracelet as a tool for verifying identity at 
ATMs and during online banking and contactless payment transac-
tions.58 The bracelet is produced by the Toronto-based company Bionym 
and is based on patents for measuring, registering, and verifying heart 
rhythms.59

The data collected from the trillions of sensors on the planet are be-
yond our control. Pete Warden, Jetpac’s co-founder and chief technology 
officer, has spoken eloquently about how image recognition software will 
involve a fundamental shift in the balance between privacy and security, 
as well as between privacy and free speech.60 On the one hand, compa-
nies are searching for more secure ways to protect sensitive data, and 
increasingly they are asking people to use biometric data as a unique key 
in order to have access to particular services or customer protections. 
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On the other hand, much of our social data are created collaboratively, 
through our shared interests, activities, and relationships. Controlling 
the collection of data at the source to protect one person’s privacy would 
necessitate something like a police state, with many others’ personal ex-
pression miserably constrained.

Further, the three main options for protecting ourselves from the 
unwanted use of sensor data are imperfect. Cryptographic protections, 
where data can be accessed only by those with an electronic key, aren’t 
suitable for much of the data being shared, such as the photos posted 
to Instagram. Social norms, which tell us when it’s appropriate to share 
and use data, aren’t going to protect us from bad actors. That leaves us 
with the protections afforded by regulations and laws. As seen in the 
twenty-year story of Louis Brandeis’s invention of the right to privacy, 
the law reacts slowly to dynamic technological innovation. At the same 
time, the legal system’s relative stability is an advantage when the goal is 
defining broad sets of data—such as people’s race, sex, sexual orientation, 
and condition of disability—whose use is considered discriminatory and 
unacceptable. I expect societies will continue to add to such lists as we 
explore the uses of social data.

However, expanding that list is not enough. We need tools for detect-
ing when discrimination might have been based on the use of social data. 
Every query to a database is a datum, which the refineries collect and 
analyze to improve their products and services; those data can be used 
to protect us, too. And this will be all the more important as algorithms 
are used to infer not merely our physical presence but our state of mind.

Baring Your Heart

Paul Ekman, professor emeritus of psychology at the University of Cali-
fornia–San Francisco, has made it his life’s work to measure the physiolog-
ical effects of six basic emotions: anger, sadness, fear, contempt, surprise, 
and happiness. He began by studying the responses of people in five 
very different places—Argentina, Brazil, Chile, Japan, and the United 
States—to a variety of photographs of emotional situations. He expected 
that cultural context would color people’s responses, but he was wrong. 
In experiment after experiment, he observed the same, distinct facial ex-
pressions to the photos: the furrow between the eyebrows associated with 
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anger; the downward angle of the eyebrows and of the corners of the lips 
that characterizes sadness; the wrinkled nose of disgust; the creases at the 
corners of the eyes that accompany a genuine smile. (The polite but fake 
version—also called the “Pan Am smile,” for its ubiquity among flight at-
tendants—involves only the mouth.) In 1978, Ekman and his colleague 
Wallace V. Friesen distilled all of the observed expressions into the Facial 
Action Coding System (FACS).61 Several machine-learning researchers 
have built software for facial recognition based on the FACS catalog.62

Ekman hypothesized that emotions are universal because they’re an 
honest signal to others of our state of mind and relationship.63 As he 
continued his fieldwork and experiments, he noticed other physiological 
indicators associated with each basic emotion, such as heart rate, breath-
ing rate, blood flow, and overall muscle tension. Sometimes people expe-
rience multiple emotions in quick succession, so quick that it is difficult 
to catch the flash of the emotion unless you are paying special attention. 
These “microexpressions” often signal an emotion that a person wants 
to keep hidden from others or that the person may not yet be conscious 
of.64 Because these expressions are so fleeting—appearing for one-fifth of 
a second or less—they are more likely to be detected by reviewing video 
than by the untrained eye.

A genuine smile (left) compared to a polite one (right): When someone is truly de-
lighted, the muscles around the eyes as well as the mouth are engaged, causing 
creases in the skin. Credit: Paul Ekman, PhD/Paul Ekman Group, LLC.
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Ekman has served as an adviser to a San Diego company called Emo-
tient, which has developed software to identify sentiments from cam-
era feeds in real time. One of Emotient’s first commercial applications, 
released back in 2007, was a “smile detector,” available on Sony digital 
cameras, that takes a picture of a person in the frame as soon as the face 
appears to be smiling. Emotient’s algorithms evolved rapidly. A single 
high-resolution camera could monitor an area with about four hundred 
people—say, in a lecture hall or a shopping mall—and simultaneously 
“read” emotional microexpressions as they play out on all their faces.65 
The company is also working on adapting its software for use in hospitals 
to detect pain on child patients’ faces. In fact, studies indicate that com-
puters do a better job than humans in focusing on the honest signals of 
physical distress.66 An early Emotient–Google Glass app was marketed to 
retail managers as a tool for gauging staff morale or learning how emo-
tions influence what customers buy—and from whom.67 Emotient was 
acquired by Apple in January 2016.68

London-based Realeyes also draws upon Ekman’s research to assess 
facial expressions in response to video ads. The screen may be a per-
son’s computer or one installed in a “public” space, as was the case for a 
campaign entitled “Stage Fright” for electronics manufacturer LG. The 
context was a men’s toilet, which had LG monitors installed above the 
urinals. As the man stepped up, the ad on the screen was ripped away 
by a woman who appeared to be able to see into the bathroom. Realeyes 
cameras watched the men’s faces shift from confusion and fear to delight. 
The analysis even showed that a portion of the men displayed disgust at 
the start and end of the video.69 A rival company, Affectiva, was spun out 
of MIT Media Lab’s Affective Computing Group’s research to create an 
emotional alert system for people with autism who have difficulty read-
ing others’ facial expressions.70 Commercial clients have asked Affectiva 
to measure the emotional response to ads; pollsters have used it to mea-
sure the response to political candidates during televised debates.71

Facial expressions are far from the only source of data about human 
emotions that is being collected and analyzed. The human voice also 
discloses emotions through pitch, volume (intensity), voice quality, dura-
tion, and speed.72 To build one of the main catalogs of vocal expressions 
of emotion, researchers employed one hundred actors from five very dif-
ferent English-speaking countries—Australia, Kenya, India, Singapore, 
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and the United States. The actors were asked to perform simple texts—
things like dates and numbers—with various emotions in mind.73 

Many researchers argue that such “posed” vocal expressions can’t suc-
cessfully train a machine-learning system to deal with actual human con-
versation in real time. That’s because actors are taught to overemphasize 
their expressions. In recent studies, the huge archives of customer call 
centers have been used to build emotion libraries. The training data are 
created by the call centers, by getting their representatives to note a cus-
tomer’s emotional state during a call and then adding the label to the 
audio recording. Speech coded as irritated, resigned, emotionally height-
ened, or neutral—even for utterances as brief as “ah,” “oh,” “yeah,” and 
“okay”74—has been used to train voice recognition systems. In some 
cases, voice signals are combined with data from a user satisfaction survey 
as a way to corroborate the detected emotion.75

Call-center companies like LiveOps and Mattersight use voice-detec-
tion software to match representatives with customers. Does the cus-
tomer have a strong regional accent? Then route his call to a home-based 
rep in that area, for a more personal, local touch. Does the customer 
sound frustrated as she responds to voice prompts in the call center’s op-
tion menu? Then route her to a rep who has a high success rate in resolv-
ing issues with difficult problems and customers. If a customer’s voice 
is rising in volume and pitch despite the rep’s attempts to calm him 
down, the call can be flagged for escalation to a manager. LiveOps adds 
further context to this audio data by scanning social media and other 
sources for customer complaints.76 Someone who establishes an instant 
rapport with a call-center rep may be more inclined to give the rep an 
easy time about a complaint—or be persuaded to purchase a product or 
service. Mattersight claims that it can provide even more personalized 
service by matching customers to reps based on personality type. The 
company analyzes communication records for what is being said and 
how it is being said in order to profile customers into types such as “out-
going, sarcastic, serious, or shy,” and routes customer types to reps who 
are better at handling each type, increasing customer satisfaction.77 The 
matches are made personality type by personality type rather than call 
by call, and many of the company’s clients are businesses that regularly 
interact with customers—for example, healthcare providers, insurers, 
and phone companies. 
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Algorithms can also give voice to those who cannot speak for them-
selves. It’s often said that parents learn to distinguish the emotional pleas 
communicated in their baby’s crying, but for most, it’s less than a science. 
And no wonder: parents have a very small sample size to learn from. 
This highlights one of the differences in how humans versus machines 
build models from data of interactions with the world. Sebastian Thrun, 
who worked on Google’s self-driving cars and co-founded the education 
start-up Udacity, points out that human drivers learn how to drive bet-
ter based on personal experience, while Google cars learn how to drive 
better from mistakes made by all of Google’s cars. Humans mainly learn 
from their own mistakes and successes, augmented by the mistakes and 
successes of the people in their social network; they also learn from the 
advice of experts. In contrast, machines can learn directly not only from 
their own errors but also from those of every other machine in their 
network.78

At IBM, Dimitri Kanevsky and his colleagues have patented a system 
that learns from data collected from babies’ brain, heart, and lung activ-
ity alongside audio recordings of their wails and whimpers. Sometimes a 
baby cries for attention, sometimes for solitude, and a data refinery could 
help parents better monitor their children’s emotional state and make 
decisions based on it.79

In the future, our emotions may be detected from other, more subtle 
clues than a person’s facial expressions and the tone and volume of a cry. 
Some activity trackers like the Fitbit, the Withings Pulse, and Garmin 
vívo series record a person’s vital signs, including resting and active heart 
rate, which can be correlated with the onset or escalation of certain emo-
tional states. Heart rate can be measured through an infrared sensor, such 
as the one on the back panel of the Apple Watch, through the increased 
blush of the skin when blood pulses through the body. Many hospitals 
use infrared cameras to monitor patient heart beats because doing so is 
more accurate than relying on a device attached to the body that might 
get jostled loose. The Xbox uses infrared to track a player’s physical activ-
ity level and to classify the level of excitement or boredom in real time.80 
This information is used to serve up new game challenges calibrated to 
the player’s mindset.81 

Emotions are even more difficult to hide on the biochemical level. 
A blood test can identify the biochemicals related to fear, stress, and 
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fatigue, but so too can a sweat test. With funding from the US Defense 
Department, GE has built a wireless sensor that can be applied to the 
skin like a Band-Aid that it calls the “Fearbit”; on the skin-facing side, 
nanostructures have been designed to attract specific biochemicals and to 
alert a computer when their levels rise.82 Sensors that can “smell” chemi-
cal compounds in the air are small enough to be integrated into a mobile 
phone. Versions constructed from graphene are already sensitive enough 
to detect molecules at a scale of a few parts per billion. One early study 
suggests that stress might even be detected on a person’s breath.83

Combining different emotion sensors into specific contexts will have 
life-transforming effects. For example, graduate students in the Affective 
Computing Group at MIT’s Media Lab have proposed a system called 
“AutoEmotive” that embeds several readily available sensors in cars to 
improve the health and safety of driving. Steering wheels outfitted with 
sensors for palm sweat, heart rate, respiration, and hand grip would pro-
vide key biomarkers associated with stress. A microphone could monitor 
voice pitch and volume for any utterances and determine whether they 
reflect momentary alarm or increasing frustration. An inward-facing 
dashcam could provide highly granular data of emotional microexpres-
sions. If a driver exhibited high stress levels, a refinery could suggest 
a less nerve-racking route or more calming music for the car stereo’s 
playlist. A driver’s emotional levels could be displayed to her through 
changes in the color of the dashboard backlighting, so that she is able to 
reach better decisions based on biofeedback about her emotional state. 
Similar to the optimized display of data devised by Eric Horvitz for 
NASA ground controllers, AutoEmotive was envisioned to help people 
better manage moments of high stress, when they are more vulnerable 
to “tunnel vision.”84

As we begin to consider how analyses of emotions can be used during 
decision-making, it’s worth noting that not all psychologists agree about 
what exactly happens in the body when you’re in a particular emotional 
state.85 The biggest point of contention involves the extent to which 
emotional experience is subjective. How much do the situation and your 
personal history affect emotional feedback? If you’re registering several 
hallmarks of fear—accelerated breathing and heart rate, sweating, and 
increased blood sugar levels—are you afraid? You may be momentarily 
shocked, chronically anxious, slightly nervous, giddy with anticipation, 
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suffering the paralyzing effects of a phobia—or exercising after an after-
noon candy break.86

Paul Ekman also notes the peril of making “Othello’s error” when in-
terpreting emotions. In Shakespeare’s play, Othello sees fear and anguish 
cascade across his wife Desdemona’s face when he accuses her of loving 
Cassio and subsequently informs her that he has had Cassio killed. He 
takes Desdemona’s emotions as proof of her guilt: obviously, Othello 
thinks, she fears she’s been caught and mourns her dead lover. Ekman 
points out that Desdemona did express fear and anguish in the moment, 
but not necessarily for the reasons Othello presumed. Instead, she feared 
her husband’s irrational jealousy and was saddened by her inability to 
prove her innocence—and thus, mourned her own impending death.87 
As Othello’s sorry mistake demonstrates, detecting the physiological sig-
nals of a particular emotion is much easier than identifying what has 
triggered the emotional response. Whenever we use emotional data to 
guide decisions, the lesson of Othello’s error applies—whether the inter-
pretation is being done by a human or a machine.

Facial expressions, voice cues, and other physiological data are honest 
signals, and emotion recognition systems can detect patterns impercep-
tible to most of us, however hard we try. Having access in real time to 
refined data about emotions could improve our lives immensely—but it 
also carries risks. Would you want to know your emotional state before, 
during, and after you meet someone for a first date or a job interview? 
Detecting your emotional state in either of these situations could have 
a profound effect on what happens next. If you went to a job interview 
and the interviewer told you she was using an emotion-detecting app, 
how would it change your emotional response to the interview? Would 
it make you more anxious or more confident about your performance? 
It’s normal to try to hide some of what you’re feeling in this context, but 
that wouldn’t be possible if your face was being scrutinized for microex-
pression “leaks.”

Earlier I argued that recordings of interactions should be available to 
all of the parties involved. If your call is recorded for “quality assurance 
purposes,” you should also have access to it. But as more of our interac-
tions get analyzed for emotional content, it’s not clear if simply having 
access to the raw recording is a fair balance. If a company uses voice data 
to infer your mood and handles your call differently based on its analysis, 
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what information should you have access to? What if your experience of 
your emotions differs from the interpretation made by the algorithm?

Further, if we want to get refined data about emotional states that 
can improve how we interact with family, friends, and colleagues, we’ll 
need to do more than attach a sensor to the wrist or put a camera on the 
face. We’ll need to find ways to calibrate sensor data, perhaps by creating 
and sharing explicit reports of what we were feeling, and attaching spe-
cific and personal labels to the physiological measurements taken by ma-
chines. Which of our moods and emotions are we comfortable disclosing 
in order to get insights about our behavioral patterns that can help us in 
our decision-making?

Where Your Focus Is (Sometimes, Literally)

Not only can audio and video recordings be employed to compute your 
location and emotional state, but they can also be used to compute the 
focus of your attention with surprising precision. It is actually relatively 
easy to identify the general direction and duration of your gaze in real 
time using a standard video camera. When your head turns, face and ob-
ject recognition systems can figure out what or who came into your new 
line of sight. Researchers at Lancaster University in the UK and the Max 
Planck Institute for Informatics in Germany built a system, also using a 
standard camera, that can track the gaze of people passing an advertising 
screen and personalize offers based on their attention.88 Knowing what 
grabs an individual’s attention is a powerful tool, since in many cases 
we are not consciously directing our gaze but unconsciously reacting to 
stimuli around us.

Cameras can also detect small shifts in attention. When Eric Hor-
vitz and his colleagues investigated better ways to display information to 
NASA ground controllers, they were concerned with the issue of cognitive 
load, the amount of effort people expend while processing information 
and solving problems. According to research by Danny Kahneman and 
Jackson Beatty, the relative diameter of the pupils provides an indication 
of a person’s cognitive load during a task. The pupil dilates when a person 
is absorbing new information, such as listening to a sequence of num-
bers, and constricts when a person is reporting back the information. 
And the harder the task, the larger the relative change.89
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Many cognitive processes are revealed by tiny eye movements. When 
you focus “sharply” on something, your eyes actually need to move 
around, since only a very small area of the visual field, less than 1 percent 
of the retina, has a sufficiently high density of the cone receptors that dis-
tinguish details. Further, the brain has to work around a blind spot where 
the optical nerve leaves the retina. The resulting eye movements, which 
occur between five and one hundred times a second and across a few 
angular degrees, are called saccades. The direction, amplitude, and veloc-
ity of saccades—and their tinier counterparts, microsaccades—expose the 
fluctuations in our literal focus.90 In addition, the duration of a fixation 
may be viewed as a proxy for the amount of time the brain is processing 
information about part of a scene. Fixations signal attention.

Since the eye can see only about five to seven letters at a time with 
100 percent accuracy, the process of reading requires a series of saccades. 
When we read, we fixate on words familiar to us for much less time. “Re-
gressive” saccades, where the eyes return back and forth to information 
already viewed and processed, indicate that a person is confused about 
the information she’s taking in. One gaze-tracking app, developed by Kai 
Kunze at Osaka Prefecture University in Japan, rates a reader’s level of 
concentration on a scale from distractedly skimming to utterly absorbed. 
Kunze wants future apps to spot words that a reader is stumbling over 
and automatically offer a definition in a pop-up.91 An app could also as-
sess whether a person is “interruptible” based on her level of absorption 
in a text.92

Microsaccades are so small—a movement of less than 1 degree—that 
they cannot be easily detected in real time by a human observer. How-
ever, several companies, including the Swedish Tobii Group, have de-
veloped dedicated eye-tracking devices and software that can catch and 
analyze them. These eye trackers typically work by projecting engineered 
patterns of infrared light from a light-emitting diode (LED) on the sub-
ject’s eyes. Although infrared light is not visible to the human eye, an 
infrared camera can detect the reflections off the corneas, and thus infer 
the location and orientation of a person’s eyes.

Tobii’s eye-tracking glasses can be used in the “field”—for instance, 
to discover what draws people’s attention when they browse the shelves 
of a store, or whether and how preverbal toddlers are gaining perceptual 
and cognitive skills. Tobii also has a system that attaches to a computer 
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screen, no glasses required.93 The technology has had to overcome several 
challenges. Other light sources, such as sunlight or incandescent bulbs, 
can pollute the signals to the infrared sensor. Changes in lighting con-
ditions, as well as sensory or emotional distractions, can affect pupil di-
lation, making it more difficult both to follow a person’s gaze and to 
measure her attention. 

For an eye tracker to accurately identify the person’s gaze at the level of 
fixations and microsaccades, it must be calibrated. In an experiment or 
a work setting, users may be asked to go through a calibration exercise. 
But clever researchers have created methods for calibrating the device 
without the user realizing it—for instance, by displaying images on the 
screen that are designed to draw attention.

Tobii has explored methods for correlating eye-tracking data with 
other physiological clues of a person’s cognition. These include heart rate, 
respiration rate, electrodermal response (the degree to which the skin 
conducts electricity), and EEGs (electroencephalograms measuring neu-
ral activity), all of which change when a person reacts to a stimulus—and 
strongly predict heightened engagement and interest. By combining and 
analyzing multiple streams of physiological sensor data, eye trackers can 
infer what in a person’s view elicited an emotional response.

Refining eye-tracking data has great promise for improving individual 
learning and performance. Several studies suggest that novices can be 
trained to follow the same eye movement patterns that experts demon-
strate in response to challenging situations. In one, the eye movements 
of students learning computer code via a computerized tutoring system 
were tracked as they reviewed a problem set. The beginning students 
tended to look at a small portion of each problem, going over the same 
material again and again as they tried to work out a solution, while the 
advanced students scanned a much greater amount of information as 
they devised their code. The scientists argued that showing the experts’ 
gaze patterns to beginners would speed the learning process; the data 
could also be used to highlight important information that the beginner 
was overlooking.94

Similar eye-tracking analyses have been used to teach novice radio-
graph readers, the medical professionals who pore over X-rays to detect 
nodules and tumors.95 The novices learned from the gaze patterns of 
both experienced readers and fellow novices, as novice readers don’t tend 
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The gaze patterns observed 
when beginning and ad-
vanced database-program-
ming students were given 
a coding problem to solve. 
Reprinted from “Eye Tracking 
and Studying Examples: 
How Novices and Advanced 
Learners Study SQL Exam-
ples” by Amir Shareghi Najar, 
Antonija Mitrovic, and Kou-
rosh Neshatian, Journal of 
Computing and Information 
Technology 23, no. 2 (2015).
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to uniformly miss the identical features on an X-ray. Such eye-tracking 
data can also be refined. By combining the gaze patterns with computer-
extracted data from radiograph images, a machine-learning system was 
able to predict many human errors.96 Ultimately, eye-tracking systems 
can help doctors make better diagnostic decisions.

Rudimentary eye tracking can be accomplished using the cameras 
built into many mobile phones and computers. Some smartphones are 
shipped with software that gauges where exactly on the screen a user is 
looking, with the option of having the phone automatically scroll down 
once he has reached the end of the displayed text. As gaze control systems 
for devices become more precise over the next few years, we will expe-
rience a significant shift in how we interact with machines akin to the 
changes that came with the invention of the mouse, the touchscreen, and 
voice interfaces. In 2015, Apple was granted a patent for using cameras 
and infrared sensors to measure when the eyes are blinking, and when 
and for how long they are moving.97 These data can be used to counteract 
the Troxler effect, whereby fixating on an object, such as a cursor, for a 
relatively long time causes the brain to lose “sight” of it.

As we have seen, such data also give Apple and other refineries adopt-
ing gaze control systems access to a trove of information about a user’s at-
tention, far beyond what’s on the screen. For example, because a number 
of neurological diseases and disorders—including Alzheimer’s, autism, 
dyslexia, schizophrenia, and multiple sclerosis—affect eye movements, 
scientists are investigating the use of eye tracking in diagnosis and patient 
monitoring.98

Of course, eye trackers can also glean what isn’t getting adequate at-
tention. As a person spends more time on a repetitive task that requires 
ongoing attention, her eyes frequently drift from the central point of 
focus. Usually, this drift is the direct result of physical or mental fa-
tigue.99 Researchers are investigating the distinct eye movement patterns 
correlated with the moment just before a person “zones out,” with the 
goal of devising eye-tracking systems that efficiently draw users’ attention 
long before they are consciously aware of the risk of missing important 
information.100 How often might that be the case? Harvard professor of 
psychology Daniel Gilbert created a smartphone app to sample attentive-
ness to real-world events and found that people reported being zoned out 
about 20 to 40 percent of the time.101
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Again, such applications could transform education, work, and other 
fields by allowing organizations to observe and analyze focus at a granular 
level. Eye trackers might be utilized to pull individuals off assignments as 
soon as their attention begins to fade, or they could be used to evaluate 
how much compensation an employee receives for work tasks requiring 
complete focus. But this isn’t entirely some nightmare scenario where 
Big Brother is watching every eye move. Eye tracking could improve per-
formance of critical jobs where fatigue can have huge real-world costs, 
such as long-haul truck drivers and heavy-machinery operators.102 Fur-
ther, Gilbert found that it wasn’t only task performance and memory 
recall that suffered when people zoned out; the majority of subjects also 
reported being unhappy when they realized their mind had wandered, 
even if their thoughts had drifted toward a pleasant distraction.103 Being 
able to understand the conditions that lead to mind-wandering, or get-
ting an alert when it appears that your focus has shifted, would be a great 
tool for increasing job satisfaction and overall happiness. Individuals can 
benefit from measurements of eye movement and attention, if they are 
given access to refined data that helps improve their decisions rather than 
controlling their activities.

This is especially true when sensors are employed to collect data about 
attention in arenas where individuals interact with one another. For the 
past decade, Alex “Sandy” Pentland’s lab at MIT has been conducting 
experiments with “sociometric badges.” The badges contain an acceler-
ometer, to measure when and how fast a person is moving, an infrared 
LED, and an infrared sensor, to detect the light emitted from the LEDs 
in nearby badges, in order to infer whom the person is facing. They also 
use Bluetooth to capture proximity to other badges. By analyzing signals 
taken from the badges, Sandy and his group can construct a graph of 
interactions, such as those between employees in a workplace, mapping 
information about where they meet, who they meet, and for how long. 
The sociometric badges also record details about who sits next to whom 
in meetings, who garners the most attention in a group, and who nods 
their head in agreement when particular people are talking. Posture is 
measured, both in meetings and in solo work, since it can indicate en-
gagement as well as fatigue.

In addition, the badges pick up characteristics of speech through voice 
data, such as tone, pitch, volume, speed, percentage of time spent speaking 
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versus listening, and patterns of turn-taking and interrupting. Sandy says 
that in order to get more people to participate, the content of the con-
versations is not recorded; he also argues that a full audio recording is not 
necessary to identify meaningful patterns of interaction. 

The focus is not on what people are saying but on how they’re saying 
it. For instance, people tend to copy the conversational tone of the per-
son they’re speaking to if they want to fit in, bond, or avoid conflict, an 
often unconscious tactic called mimicry. A person’s influence can be seen 
in how often others mold their speaking patterns to match him. Those 
who speak with fluidity—rarely interjecting their speech with ums, ahs, 
and pauses, or getting interrupted by others as they talk—tend to have 
a reputation as an expert. And the voice also expresses engagement and 
excitement, as speech speeds up and rises, a factor called activity.

Together, these sociometric data provide hints as to team cohesion 
and an individual’s standing in the organizational hierarchy, regardless 
of what’s printed on the person’s business card.104 Sandy believes that the 
signals captured by these sensors are far more honest than self-reports or 
outside observation.

In a study conducted for Bank of America, Ben Waber, a former PhD 
student of Sandy’s who is co-founder and president of the consulting 
firm Sociometric Solutions,105 investigated why some customer call-
center teams were performing much better than predicted on measures 
such as staff tenure, experience, and training. The sociometric badge data 
revealed that the company’s best teams frequently gathered informally 
and exhibited lower stress levels. Based on these findings, the researchers 
proposed an A/B test, scheduling some of the call center’s teams to have 
simultaneous breaks and thus more opportunity for informal interaction. 
The performance of the teams encouraged to spend more time together 
went up about 25 percent.106

We’ve considered how numerous sensors are able to capture our 
feelings and our focus, but thus far, none have truly managed to de-
cipher our thoughts. There are, however, sensors capable of observing 
some of what’s happening inside the brain as a person makes a decision: 
functional magnetic resonance imaging (fMRI) scanners. Using fMRI 
technology, neuroscientists can observe blood flows and oxygenation 
to understand which parts of the brain are activated in response to sen-
sory inputs at a temporal resolution of about one second and a spatial 
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resolution of about one millimeter. When we’re confronted with infor-
mation that challenges strongly held beliefs, the parts of the brain that 
normally get fired up for “cold reasoning” tasks—nonemotional tasks 
such as an arithmetic problem—are inactive.107 Further, fMRI scans al-
low scientists to see what parts of the brain are activated when a person 
is asked to make an assessment or decision—and in many situations, 
they have found that the decision-making process begins much earlier 
than previously anticipated.108

The strong magnetic fields needed for an fMRI scan are produced by 
superconducting magnets, and to become superconducting, the system 
must be cooled down close to absolute zero. As a result, there’s no way 
an fMRI scanner will ever be installed on a mobile phone. However, 
researchers are exploring other ways to gain a glimpse of the neural ac-
tivity in the brain. One experimental option involves the use of wireless, 
miniaturized near-infrared imaging (NIR) sensors to measure cortical 
blood flow. Although NIR devices measure blood flow differently than 
fMRI and the readings are not very detailed, NIR is far more portable. 
It may prove tempting to try to correlate fMRI scanner measurements 
to NIR readings that can be taken “in the wild.”109 Further technical 
innovations will provide additional windows into the inner workings of 
the brain.

As we saw with Othello’s error, it’s a huge leap from describing a 
person’s physiological state to inferring what exactly triggered it in the 
complex environment of the real world. If scientists are able to calibrate 
phenomena recorded in the lab with phenomena recorded in the field, we 
as a society have to decide the guidelines for using the data created from 
new emitting and sensing technologies—from radio frequency identifi-
cation (RFID) chips embedded under a person’s skin110 to pocket-sized 
nanopore units capable of sequencing an organism’s DNA in real time111 
to a panoply of sensors we can’t yet imagine.

Witness for the People

I’ve been telling people to change their behavior in the present, 
because they don’t know how that recording will be analyzed in the 
future.112

BRAD TEMPLETON
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A couple years ago, Dutch student Zilla van den Born set out on a 
very interesting holiday. For a school project, she told her family and 
friends that she was backpacking through Southeast Asia, then spent 
the next five weeks sharing tales of a pretend adventure.113 She staged 
and photoshopped a series of pictures to post on Facebook: here she’s 
snorkeling (in her apartment building’s pool), there she’s sampling the 
native cuisine (at a nearby restaurant), now she’s paying her respects at 
a Buddhist temple (in her hometown of Amsterdam). She made sure to 
upload photos and make comments in the middle of the night, when 
it was daytime on the other side of the world. She went so far as to 
string Christmas lights around her curtained bedroom during Skype 
video-calls with her parents. Her family didn’t suspect her deceit until 
she “returned home” and revealed her experiment to them. “I did this 
to show people that we filter and manipulate what we show on social 
media,” van den Born explained. “My goal was to prove how common 
and easy it is for people to distort reality. Everyone knows that pictures 
of models are manipulated, but we often overlook the fact that we ma-
nipulate reality also in our own lives.”114

While people can and do filter and manipulate the sensor data they 
share online, it’s quite costly to create a fool-proof alternate existence, as 
van den Born’s experiment shows. She was forced to spend all her time 
staging fake photos and researching topics for her video chats in order 
to keep her friends and family fooled. In addition, she had to hole up in 
her apartment for most of the five weeks. When she went outside—for 
instance, to visit the temple for her photo shoot—she took great pains to 
cloak her identity. She had no choice. Otherwise, she couldn’t be assured 
neither her friends nor Facebook’s (or another refinery’s) photo recogni-
tion software didn’t detect her true location. Most people don’t have the 
time or energy for that sort of subterfuge.

The bar for falsifying sensor data is only going to get higher. In the fu-
ture, an emotion recognition algorithm might observe that all of van den 
Born’s vacation photos were showing that polite but fake Pan Am smile, 
leading her loved ones to ask if she is actually enjoying herself. And it’s 
not that a person’s friends and family will start from the assumption that 
they’re being lied to. More and more data from many different sources 
are combined to automatically create information that will influence not 
only our interactions with our friends, but also with strangers. These 
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honest signals about who, where, and how we are are becoming a signif-
icant part of our social data.

I began this chapter with the example of Jeff Gray, who was arrested 
after videotaping Orlando police. Many police departments maintain a 
private database115 of dashcam and bodycam video recordings that are 
made available to the public only after a tortuous legal process. When 
the Los Angeles Police Department deployed 7,000 body-mounted 
cameras among its force in the summer of 2015,116 it announced that 
a recording would be shared with the public only if a lawsuit cites the 
video as evidence. But that wasn’t the worst asymmetry of the system. 
The bodycams did not automatically record everything. The decision to 
record—or not record—was left up to the officer. Further, a very small 
group of people—the department’s very own officers—were given un-
bridled access to the database. They could pull up and review any foot-
age collected by bodycams before writing incident reports, including 
instances in which their conduct was subject to an investigation.117 This 
gives them the power to describe events in a way that would shield 
them from disciplinary action, by taking advantage of “blind spots” 
in the video. Why is there one rule for the police and another for the 
citizens they’re pledged to serve?

The ACLU has tried to battle this blatant imbalance of power by pro-
viding a cloud platform that allows individuals to automatically upload 
their own recordings in real time in case they might be useful in the fu-
ture. One of the apps gives users the option of alerting others in the area 
that an incident is being recorded, in case they are in a position to collect 
another point of view.118

Some localities, such as the Seattle Police Department, are embrac-
ing full transparency. Twelve officers in the department were outfitted 
with bodycams as part of a pilot program in December 2014. “We were 
talking about the video and what to do with it, and someone said, ‘What 
do people do with police videos?,’” the department’s chief operating of-
ficer told the New York Times.119 Instead of dumping the videos into a 
private database, the department decided to upload them to YouTube.120 
In order to keep on the right side of current laws, the footage had to be 
somewhat redacted: an algorithm was developed to blur people’s faces 
and the audio tracks were removed.121
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Despite these redactions, the bodycam videos provided unprecedented 
access to data about the police department’s conduct. If an entrepreneur-
ial data detective wanted to, she could analyze the videos to uncover 
patterns in the city’s policing, perhaps looking at how officers approach 
suspects, witnesses, and other members of the public. The data could be 
used to propose A/B tests to the police department to determine whether 
changes in training or procedures might improve the interactions be-
tween the police and community. Residents would have a powerful tool 
for improving their community.

Such applications don’t protect us from the possibility that the data 
will be used against us, unfortunately. We cannot stop every click, view, 
connection, conversation, step, glance, wheeze, and word from being 
collected. But we can demand a set of rights with respect to our social 
data that ensures the fullest potential of transparency and agency.
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5

SEEING THE CONTROLS

Transparency for the People
What Can You Demand to See About Your Data?

Not everything that can be counted counts, and not everything that 
counts can be counted.1

WILLIAM BRUCE CAMERON

We have seen the wide range of data that we now create and share on a 
daily basis, and considered the impact the outputs of data refineries have 
on our lives. We are not going to stop creating data; the vast majority 
of us are not going to stop sharing data either. For this reason, efforts to 
ensure that data are for the people must focus not on trying to control 
our data at their initial point of creation, or source, but on seeing, and 
exerting influence over, the controls of the data refineries.

We’ve also considered opportunities for increasing transparency and 
agency with respect to our data, taking into account that most of us will 
never be fluent enough in programming languages to review and deci-
pher what happens to data inside the refineries. There are some simple 
ways to empower people, from giving customers access to their call-cen-
ter recordings to letting users compare the “top news” version of their 
Facebook News Feed against the full stream of posts and comments from 
our friends.

Even with such tools in place, we will not be able to review every bit 
of raw data that is collected and analyzed without additional assistance, 
given how much data there is. We have to depend on the refineries to 
help us interpret and understand the implications of our data.
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With all the data available about your characteristics, connections, and 
context, the refineries can make increasingly accurate predictions about 
what you want, whether or not you yourself know what you want. No 
matter how good the machines’ recommendations become, we need to 
maintain the freedom to respond to them however we like, including 
to reject or shape them. This requires tools for understanding how the 
refineries arrive at their recommendations as well as tools to adjust some 
of the refineries’ default settings to values we prefer.

Some refineries will be more focused on developing products and ser-
vices for individuals sharing their data; others, on developing products 
and services for companies and organizations that want to identify and 
understand those individuals and their purchasing propensity (because 
this is where the money can be made). Your power lies in choosing to use 
those refineries which offer tools that increase transparency and agency 
for users—including tools that allow you to evaluate how much benefit 
you get from a refinery in exchange for the data you share with it.

We are only beginning to comprehend how social data might be used 
for or against us. For this reason, I believe it’s more important for us 
now to define a set of standards to help us evaluate refineries rather than 
suggest a specific toolset to be implemented by them. The following six 
rights provide a framework for this.

Two rights to increase refineries’ transparency:
1.  The right to access your data
2.  The right to inspect data refineries, comprising

a.  The right to see a data safety audit
b.  The right to see a privacy efficiency rating
c.  The right to see a “return-on-data” score

Four rights to increase users’ agency:
3.  The right to amend data
4.  The right to blur your data
5.  The right to experiment with the refineries
6.  The right to port your data

These rights will give us the means to “read” data and the refineries’ 
characteristics, and then to “write” our own instructions for interacting 
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with the refineries.2 As Austrian-British philosopher Ludwig Wittgen-
stein said, “The limits of my language mean the limits of my world.”3 
If we don’t have the concept for something, we simply don’t see it. In 
our case, to understand the refineries and to guide our interactions with 
them, we must learn a new language.4 If we do not have tools for evaluat-
ing the refineries’ analyses and recommendations, we will be hard-pressed 
to imagine how our data could be interpreted or employed differently. 
Merely getting raw access to your social data is not empowering. Instead, 
it is empowering to see how you might use these data.

Most important, the transparency and agency rights will need to be 
translated into actionable tools. When you exercise your rights and use 
these tools, you will necessarily create more data, which can and should 
be analyzed by the refineries since this feedback is important for the re-
fineries to improve their products. Every interaction with a refinery is a 
new data point.

We’ll consider agency rights in the next chapter. But for now, let’s drill 
down into the two types of transparency that we need to demand: the 
right to access your data and the right to inspect data refineries. The first 
right involves letting you see and interpret what data is collected by and 
about you. The second right involves making the refineries and their op-
erations more transparent and letting us see characterizations of how they 
generally handle and use data.

The Right to Access Your Data

Access is the foundation of any data right, whether the right is focused 
on transparency or on agency. And as we saw in the Introduction, having 
access to data collected about you is already standard in a number of coun-
tries, including the United States and members of the European Union. 
However, the way we currently think about “access to data” is woefully in-
adequate. It doesn’t take into account the qualitatively new aspect of social 
data, wherein data about you are entangled with data about others.

Consider a category of data that you already have access to: your 
financial transaction data and credit history. Some governments have 
given individuals the right to access these data and correct mistakes, 
since the data are used to determine people’s access to lines of credit. 
In the United States and the United Kingdom, the big consumer credit 
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bureaus, which collect and analyze data about individuals’ debt and 
bill-paying behavior, are required to provide you with a copy of your 
credit report once a year, upon your request. You are encouraged to 
check the facts and notify the bureau of anything that is incorrect—
for example, if you spot a cluster of applications for credit using your 
name and address that you didn’t actually make, which would be a sign 
of attempted identity theft. Your financial behavior and situation are 
summarized as a credit score based on your history of paying bills on 
time or late; your history of paying off short-term debts quickly or ac-
cumulating high or revolving balances; the age of your credit accounts; 
the number of times you have applied for new credit; and the mix of 
credit cards, loans, and mortgages in your name. The bureaus show you 
which activities in the past year have positively or negatively affected 
your score, and specify how heavily they weigh each category in their 
descriptive analysis. You might learn that 30 percent of your credit score 
depends on paying on time, while only 10 percent depends on how 
your debt is distributed across credit cards versus other, longer-term 
loans. If you receive a report that indicates you are an “above average 
risk” for credit because you tend to pay your bills late, you can try to 
improve your score by paying your bills on time or early. 

You probably think of your credit score as a single number: your 
FICO score. But your credit score can differ from one bureau to an-
other, because each bureau collects its own data about you. The New 
York Times counted at least forty-nine variations of the FICO score, 
depending not just on which bureau collects the data and how the data 
are collected but also the type of credit you’re applying for.5 Further, 
according to Fortune magazine, nobody has “one” credit score, even at a 
single bureau, because “each institution”—meaning each bank consid-
ering whether to issue you a new credit card, loan, or mortgage—“can 
tinker with the parameters.”6 Such one-way mirrors limit your ability 
to see these data the way those who are making decisions about you get 
to see it.

True transparency would allow you to see how different creditors can 
and do play with the weights assigned to these categories of credit data—
that is, to see how the institution views your credit history. With that 
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type of access to refined data about you in place, you would be able to 
consider which banks to contact first about a loan application.

The right to access your data should include the ability to see your 
data in context. Two of the most powerful contexts are your past and 
your peers. Meaning emerges from seeing the difference between how 
you were versus how you are, and how you are versus how others are. 
Access to raw data alone, without any tools for analysis, comparison, and 
interpretation, is meaningless. 

Think about how you might benefit from being able to compare how 
you walk today versus how you walked in the past: Gait recognition soft-
ware can track you as you walk across a corporate campus. The same soft-
ware could detect changes over time in how you walk that could be an 
early symptom of chronic back pain or a serious muscular dystrophy—so 
early in the process that you might not yet be aware of a potential medi-
cal problem. I know I’d want to be able to get an early warning like that.

You also need to be able to see data about you in comparison to others in 
order to be able to get value out of it. But how much discretion should you 
get in choosing whose data you can use as a benchmark? Should you be 
able to compare data about yourself to data for other patients in the same 
medical practice, the customers of your bank branch, or the employees in 
your department? If you want to compare yourself to others in a relatively 
small group—say, a dozen people at your workplace—you may be able to 
infer information about the other individuals based on the distribution, 
and others may be able to infer information about you based on it as well.

In fact, much of the data about you is entangled with data about 
others: “your data” is not necessarily yours alone. Even superficially 
straightforward data about you—such as the profile produced by data 
brokerage Acxiom—is entangled with others. Recall that the unit of 
analysis of Acxiom’s profiles is the household, not the individual. Ad-
vertisers traditionally thought in terms of the household unit because 
that’s the level of data that was available. They explained this choice by 
pointing out that many purchasing decisions were made at that level. 
However, not everyone in a household wants the other occupants to see 
ads that might reveal sensitive information about them—like that se-
cretly pregnant teenager whose father saw that she had received coupons 
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for baby clothes and cribs and complained to his local Target about its 
misguided marketing.7

Social data are even more intertwined than the address shared by 
members of a household. You comment on a friend’s Facebook post, 
investing time and energy creating and sharing data, revealing your per-
sonal passions and preferences. But then, for whatever reason, the author 
of the original post changes his mind and decides to delete it. What 
should happen to your comment? Should a response to data attached to 
someone else be under the control of that person? You should be able to 
continue to access any data you’ve created jointly, and be able to see it in 
its original context. That doesn’t mean, however, that you can use other 
people’s contributions without their permission.

A significant portion of our lives is experienced, communicated, and 
even constructed digitally, and as we interact with others and the world, 
we literally share in data’s creation. What rules should govern access to 
your digital “legacy”? This isn’t an idle question: between 1 million and 
10 million Facebook users died in the past year,8 and there’s been a great 
deal of debate—and confusion—about who gets to have control of ac-
counts after a person dies.9 Some accounts have actually been deleted 
at the request of one close family member. When that happens, all the 
co-created data on the account—the manually tagged photos and the 
conversations—are lost, without any respect for the many people who 
shared ownership in them.

In 2015 Facebook began to offer users the option of naming a “leg-
acy contact” who, like the executor of a person’s estate, is granted very 
limited ability to review and change the deceased’s account. She can se-
lect a different profile photo, write a special post pinned to the top of 
the Timeline, and accept new friend requests from friends and family.10 
Access to data beyond that is not granted, and for good reason: access is 
about being able to use data, and there really isn’t much use to anyone 
else in receiving recommendations and rankings that have been person-
alized for the dearly departed. And if many new data were to be created 
on the account, it would cease to be a memorial and instead reflect the 
character and characteristics of the account “manager.”

Defining “your data” gets even trickier when you consider data collected 
by sensors. As a society, we have come to the conclusion that a person 
taking a photo in a public space doesn’t have to ask for permission from 
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the people who walk into his camera’s frame. The photographer might not 
know the identity of everyone in the picture, but Facebook’s DeepFace  
facial recognition system often does. DeepFace uses Facebook’s vast library 
of photos tagged by users and their friends to identify the people. Face-
book’s algorithms are sophisticated enough to automatically suggest tags 
for the faces in newly uploaded photos—though it reveals these “com-
puted tags” only to those users who are friends with the person tagged.

A few governments have argued that these tag suggestions are a 
breach of privacy. Indeed, after the European Union raised objections 
to auto-tagging images, Facebook voluntarily turned off the service in 
European countries.11 But why are human-suggested tags allowed while 
machine-suggested tags are verboten? Either can be removed from search 
results by the person who has been identified. And human tags are just as 
likely to help or harm a person as computed ones.

Does Facebook try to compute tags to identify every single face in up-
loaded photos, regardless of who posts them? It must. It cannot possibly 
pre-filter which photos should be kept out of the algorithms before the 
faces have been recognized. This creates a conundrum about what to do 
when people fear that tags might be used against them. A government 
could ban companies from ever computing tags, but that sort of whole-
sale regulation would reduce the benefit people get from data they share 
with the refineries. A better option is to allow people to learn about the 
risks and rewards of computed tags by showing the tags to them.

Let’s say someone you don’t know has posted a photo on Facebook of 
an event you attended. There you are in the photo with a bunch of peo-
ple. Facial recognition software identifies that one of the faces might be 
you and suggests the corresponding tag to your Facebook friends viewing 
the photo. Yet, if no one accepts the computed tag, you might never 
know about the photo.

If you ask Facebook for all the images you are tagged in, it should 
show you the photos regardless of whether a human or computer cre-
ated the tag, and whether the poster has given you permission to see the 
image or not. Because computed tags are probabilistic, you will also see 
images in which Facebook identified you but with a low likelihood. If 
you want to see every image you might possibly be in, you might have 
to sort through a lot of images. To make it more manageable, you need 
to be able to rank the images by likelihood and to vary the minimum 
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likelihood that you are the person tagged. Such tools for discovery are es-
pecially important because multiple photos, videos, and other data could 
be stitched together to infer your movements through space and time, 
much like Vigilant Solutions can track a car’s journey over the course 
of a day from a series of license plate spottings. The right to access your 
data needs to include access to any content a refinery associates with you, 
wherever the data came from.

What about other people who appear in a photo or video? Should you 
be able to see everyone’s face? Should you also be able to see the tags com-
puted for people who are not your friends? You were at the event, after 
all, and you could find out who the people were, by asking the event or-
ganizers, the photographer, or others (or perhaps by using Google reverse 
image search). That’s true even if all the faces in the image were blurred or 
obscured by software—similar to how the Seattle Police Department han-
dled its YouTube channel of bodycam footage. However, the economic 
constraints on discovering strangers’ identities have a benefit: they provide 
an obstacle to our data being used against us. Imagine the outlier scenario 
in which a person attends an event, strolling around the rooms in order to 
get caught in as many photos as possible. Then, once he was alerted that 
images of him had been identified by a refinery, he could use any public 
information visible in or attached to the photos to track down the indi-
viduals who had also been there—including people he wants to target in 
some way, whether as potential clients (a nuisance) or as stalking victims 
(a crime). Giving people the power to set the rules of who can see their 
name attached to a photo when a computer tags them does not simply 
change the costs of obtaining that information; it also signals a scope of 
use. Generally, we should include rather than exclude data while always 
respecting the individual. Each person should get to choose whether to 
allow tags identifying her to be seen by others, and who can see those tags.

The right to access your data is clearly complicated by the questions of 
who “owns” data and what “owning data” actually means. Historically, 
creators and subjects may have conflicting interests, as seen in the case of 
tags. But more fundamentally, our current concept of ownership evolved 
in the physical world. If I buy an apple, I own it: it’s solely mine to do 
with as I please. I can slice and dice it; I can eat it; I can give it or sell it to 
somebody else. But only one person can own the apple at any given point 
in time. And of course, once you start consuming a bite of the apple, 
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there’s no turning back. In contrast, a byte of data can be consumed 
by more than one person simultaneously, and it does not get eaten up. 
We need a new concept of ownership for data. Data can be owned by 
more than one person at the same time. In fact, ownership of data is not 
about having sole decision-making authority in determining the data’s 
destiny—to buy, sell, donate, or destroy the bytes. Instead, ownership of 
data is the ability to access the data, with potential to use them.

Once you’ve considered these dimensions of access, you can see why 
getting a raw data dump just isn’t good enough. The right to access your 
data requires significant deliberation about what should and should not 
be revealed to others, and thoughtful development of sophisticated al-
gorithms, user interfaces, and software that can partially conceal peo-
ple’s identity and provide nuanced options for communicating who has 
a share in what data and for how long. Many of these innovations—
whether in computer code or in the social code—are nontrivial. Yet that 
should not stop us from demanding them. Our ability to see and use our 
data depends on them.

The Right to Inspect Data Refineries

How can you decide which refineries are giving you a good return, at a 
comfortable risk, for your data? For full transparency, you need to see 
more than data about yourself; you need to be able to see data about the 
refineries.

I argue that you need to be able to inspect the integrity and health of 
a refinery’s social data ecosystem, measuring the refinery’s “hygiene” in 
terms of its resilience against security attacks; its efficiency of data use, 
or how quickly privacy gets “burned”; and the return you can expect for 
your data. In the realm of health, we understand that maintaining good 
hygiene isn’t a guarantee that you won’t get sick. That’s also true for this 
trio of measures, which aim to make the refineries more transparent.

Consider the example of scoring the hygiene of a restaurant, an in-
spection required in many localities. It would be possible to institute a 
clear-cut, binary system, where a restaurant is open if it has met the min-
imal standard during inspection, or it’s shuttered because it hasn’t. While 
public health inspectors can indeed close a restaurant, they typically as-
sign a hygiene score on a scale ranging from “poor” to “exemplary.”12
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Having a spectrum of inspection ratings—rather than a simple pass or 
fail grade—allows government authorities to balance two very distinct 
imperatives for members of the diverse community they serve: public 
health and economic vitality. A person with a compromised immune sys-
tem who has to be especially careful about exposure to pathogens would 
go only to restaurants with the highest hygiene rating. The authorities 
have to consider the negative outcome for this person, even though she is 
an outlier. At the same time, some customers would probably be happy 
with the trade-off, accepting slightly-less-than-perfect conditions in re-
turn for, say, incredibly cheap prices or amazingly inventive dishes. 

Hygiene inspections can’t prevent rare but potentially extreme dan-
gers. Even people with exceptionally robust immune systems can get sick 
after eating food prepared when a Typhoid Mary is stirring things up in 
the kitchen.13 A semi-regular inspection would include ensuring that the 
restaurant’s workers are trained to wear gloves and not to come into work 
when they are sick.

All of these concepts of a hygiene score apply to the trade-offs in-
volved when creating and sharing data. There are negative and positive 
aspects, and there are unexpected and expected outcomes, for every de-
cision we make, including the decision of which refineries to use to help 
us make decisions. In this framework, an unexpected outcome isn’t one 
you haven’t planned for, or even imagined; it’s an event that is rare or 
improbable, but still possible, like Typhoid Mary showing up for work 
at your local eatery. An expected outcome is one you can and should 
plan for, like having to pay the bill at the end of your meal. Outcomes, 
both unexpected and expected, can be either negative or positive. Ty-
phoid Mary and the restaurant bill are both negative, though it’s much 
easier to calculate the expected cost of a meal versus the risk of getting 
seriously ill. 

In the world of data, one of the most significant unexpected negative 
outcomes, or risks, is a security breach, wherein your data are accessed by 
people who intend to abuse that data and potentially harm you, finan-
cially or in some other way. Just one of these rare events can affect mil-
lions of people simultaneously. A common expected negative outcome, 
or cost, is the slow erosion of privacy as information about you gets pro-
cessed again and again by refineries. As others repeatedly query a refinery, 
the probability increases that some specific data can be associated with 
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you. Some loss of privacy is unavoidable, but how much of your privacy 
is used, or “burned,” depends on the refinery’s policies and procedures. 
This can be captured in a “privacy efficiency” rating.

The familiar expected positive outcome, or benefit, you get in ex-
change—which most of us rely on, day in and day out—is characterized 
by a “return-on-data” score. Refineries differ in how well they use your 
raw data and revealed preferences for ranking and matching. The right to 
compare refineries on these three measures—the safety and security risks 
of your data, the efficiency with which privacy is used, and the aggregate 
return on data—allows you to choose which refineries you want to use.

	 Negative	 Positive
Expected	 “Privacy efficiency” rating	 “Return-on-data” score

Unexpected	 Data safety audit	 Serendipity

You will notice that I do not suggest any specific measures for the 
unexpected positive outcomes of using a refinery, what I have called “ser-
endipity” in the matrix above. Serendipity is the moment you meet your 
soul mate on a dating site, land your dream job through LinkedIn, find 
a photo match for an undiagnosed health condition,14 or discover the 
answer to some other once-in-a-lifetime question through social data. 
Though I am certain refineries will increasingly guide us in making such 
crucial, life-changing decisions, the happy, rare outcomes of recommen-
dations and rankings—a joy to behold in your life—they are too subjec-
tive and idiosyncratic to be aggregated into one number.

Now let’s look at the three measures for inspecting the refineries.

The Right to See a Data Safety Audit

It seems every few months there’s news of a massive data breach. Every 
technology has upsides and downsides. Most technologies that provide 
a powerful new way of living come with risks attached—all the more so 
when humans maintain some role in running the operation. Driving a 
car might end in a wreck; sharing data with a refinery might leave you 
open to a security breach or hack.
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Marc Goodman, the author of Future Crimes and an adviser to the 
United Nations, NATO, and Interpol, stresses that security breaches 
shouldn’t be brushed away as extremely unlikely events. Between 15 and 
20 percent of the world’s GDP involves organized crime, activities like 
drug trafficking, human trafficking and prostitution, and data trafficking 
and intellectual property theft. Increasingly, cyber operations are provid-
ing these criminals with significant revenue streams.15

The most high-profile breaches—such as the transaction data sto-
len from retailers Target16 and eBay,17 the financial data from JPMorgan 
Chase,18 the employment data from Sony Pictures,19 the patient data from 
health insurer Anthem,20 and the voting data from the Philippines Election 
Commission21—get big headlines, and cause big headaches.22 Afterward, 
there is rarely a clear public accounting of what exactly went wrong, or an 
open discussion about how the company could or should have improved 
its security. Were the data intercepted in transit from one hub to another? 
Could the weakness have been identified internally? How can you deter-
mine whether a refinery is “secure enough” to share your data with it?

Often in the case of a security breach, companies argue that they were 
powerless against a sophisticated attack. Sometimes that post-mortem 
assessment is reasonable. After Sony Pictures got hacked, for instance, 
a spokesman said “any suggestion Sony Pictures Entertainment should 
have been able to defend itself against this attack is deeply flawed and 
ignores essential findings and comments made by the FBI.”23 The head 
of the FBI’s cyber division testified to the Senate that “the malware that 
was used . . . probably would have gotten past 90 percent of the net de-
fenses that are out there today in private industry, and I would challenge 
to even say government.”24 The custom malware used by the hackers was 
like Typhoid Mary: an unexpected, very negative outcome for a company 
that had reason and capacity to invest heavily in digital security but was 
still left vulnerable.

Conducting data safety audits ought to be considered a necessity for 
every company that refines social data, and the results should be made 
available to users. Based on past performance, however, users will have to 
demand these safety inspections for them to become the norm. For the 
most part, companies do not have an incentive to share the results, be-
cause they fear publishing a safety audit would make them more vulner-
able to hacks. Sharing a low safety rating, let alone specifying a refinery’s 
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security vulnerabilities, they say, would be the equivalent of erecting a 
billboard in front of a house advertising that the door is kept unlocked—
and inviting burglars to visit. However, criminals tend to choose their 
targets for their value, not their vulnerabilities. 

Sony Pictures had hired a pioneering cyber security expert, Kevin 
Mandia, to protect the company’s assets.25 Many companies handling 
sensitive information, whether it is multimillion-dollar Hollywood re-
leases or millions of customer credit-card numbers, hire security consul-
tants. The security interests of companies and users are aligned; neither 
wants to have data stolen by criminals, and neither wants to pay the hefty 
cost of an incident. But currently, most people are given very little infor-
mation in order to judge the vulnerability of their data at a specific com-
pany. They have even less ability to compare one company’s data safety 
practices to another’s. This is why we need data safety audits performed 
and published across refineries.

One component of data safety is adopting secure standards for com-
municating with users and analyzing their data. The Electronic Frontier 
Foundation highlights the “inherently insecure” nature of the HTTP 
protocol, which sends data in an unencrypted manner and unfortunately 
remains the default for most websites. Refineries ought to be employing 
HTTPS, which establishes an encrypted connection between clients and 
servers, making it much harder for an outside attacker to intercept the 
communication.26 

The audit would also look at how employees gain access to data. A re-
finery that requires two- or multi-factor authorization, whereby a person 
inputs a second, one-time passcode supplied by a mobile phone app or 
dedicated device, has a stronger commitment to data safety than one that 
does not. Logging and analyzing every access would increase the security 
rating of the company. Not only would such a log help investigators trace 
any anomalies to the point of origin, it would also encourage greater 
compliance and diligence among employees. As we have seen, when peo-
ple know they are being recorded, they change their behavior.

However, many security breaches start not with a software weakness 
but with a human weakness inside a company—an employee who is dis-
gruntled, disaffected, inadequately trained, or simply too busy to do a 
thorough job. Users deserve to have more visibility into the safety of 
the data inside a refinery, including a certification of the integrity of the 
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employees handling their data. Financial institutions are required to con-
duct a background check on all job candidates, including an investiga-
tion of whether the person has committed fraud of any sort at a previous 
workplace. Data refineries should also vet potential employees and assess 
potential employee risk. Developers at a refinery may have broad access 
to people’s raw data, and they may be asked to write or edit code that few 
others review line by line. If in the past the refinery could have observed 
that a developer was slack in following security procedures, or submitted 
code that turned out to be egregiously negligent or fraudulent, the refin-
ery has to be held accountable if it did nothing about it.27

Indeed, some of the biggest breaches have involved sloppy data han-
dling practices rather than nefarious attacks. Take the case of a govern-
ment hard drive containing the health and military discharge records 
for 70 million American veterans.28 After the drive failed, an employee 
sent it to the outside contractor who had originally supplied it, hoping 
it could be repaired. When that didn’t work, the contractor sent it to a 
third party for recycling—with the data still on it. Initially, the agency 
in charge of the records claimed that the privacy clauses in its contract 
with the vendor ensured the data were protected. Criminals don’t care 
about such legal niceties. Both the data handling and the response were 
unacceptable. Any quantification of the risk of a data breach should in-
clude a thorough review of employees’ knowledge of safe data handling, 
just as a restaurant inspection reviews employees’ knowledge of safe food 
handling. This emerges out of a company’s culture, not out of individual 
job hires. 

Data can also be breached by robots, which are often used to extract 
information from the web by crawling and scraping a customer-facing 
site. Good data safety practices include setting up systems to detect ab-
normally active accounts and shut them down. For example, a user that 
stays logged in 24/7 and moves from page to page every second is not 
likely to be a human. Robots and their operators are becoming smarter 
and smarter, by now avoiding such easy-to-spot patterns of behavior. In 
this arms race, refineries that use machine learning to identify unautho-
rized data scraping would receive a higher safety rating.

Even with sophisticated monitoring in place, robots will be able to get 
data. Users of PatientsLikeMe, a social networking site for people man-
aging medical conditions, learned this the hard way.29 The data people 
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shared on the site’s chat forums were quite sensitive: their clinical diagno-
sis, current health condition, prescribed and unprescribed medications, 
side effects, and prognoses. Many swapped advice about how to handle 
the physical and emotional toll of living with chronic illness such as mul-
tiple sclerosis, HIV/AIDS, post-traumatic stress disorder, and depression. 
It was a wonderful example of the power of sharing data—the ability to 
find others dealing with similar issues, learn from their past experience, 
and benchmark the progress of one’s treatment against others’.

While some people used a pseudonym on the site, not all did, and a 
number of them shared email addresses and other personal identifiers 
in their profile pages or comment signatures. While this made it easier 
to connect directly with fellow patients, it also made it easier to link the 
pseudonym to a person’s real name and identity. So you can imagine the 
dismay when PatientsLikeMe revealed that its forums had been accessed 
by robots surreptitiously scraping data for the data firm Nielsen, which 
was conducting market analysis for an unidentified pharmaceutical or 
medical equipment manufacturer.30 PatientsLikeMe shut down the robot 
accounts, but some 5 percent of the site’s posts had already been copied. 
A regular data safety audit should assess how likely it is that a company’s 
procedures will catch robot accounts and data scraping swiftly.

Such initiatives ought to be part of a larger commitment to finding se-
curity holes before they get exploited. Since 2011, Facebook has offered 
a bounty to anyone who discovers and reports a programming bug or 
vulnerability to the company. More than two thousand bugs have been 
found, with more than $4 million paid out to hackers who discovered 
the bugs—a small percentage of Facebook’s overall security budget.31 
Each “white-hat” hacker’s reward was based on Facebook’s assessment 
of how significant the discovered risk was, and whether Facebook was 
already aware of the problem. The biggest single bounty to date totaled 
$33,500, paid to a Brazilian man who was able to hack into Facebook’s 
servers through a bug in the code used to handle user requests to reset 
forgotten passwords.32 Not every data company will have the resources to 
set up a full-fledged security department. However, a competitive bounty 
program can close security holes efficiently and cost-effectively.

The consequences of a hack are especially terrifying when you consider 
the “Internet of Things.” The huge amount of data analyzed by com-
puter systems in planes, trains, and automobiles, as well as the network of 
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computers embedded everywhere from homes to hospitals, puts people 
at physical risk. In Chapter 4, we considered how a GPS spoofer might 
be employed to lead people to an unwanted location. In one eye-opening 
test case, engineering University of Texas professor Todd Humphreys 
used a spoofer and a remote controller to take over the navigation of 
a yacht without the crew’s knowledge.33 In another, a duo of hackers 
proved that they could take over a Jeep Cherokee’s “steering, brakes, and 
transmission” via the car’s networked entertainment system.34

Such demonstrations are changing how companies think about digital 
security. In 2015, the Mayo Clinic hired a team of a dozen white-hat 
hackers to see if they could break into the network that controlled hun-
dreds of the hospital’s life-saving medical devices. The results were star-
tling and sobering. The devices were incredibly vulnerable—so vulnerable 
that the hackers, many of whom were celebrities in cybersecurity, didn’t 
have time to investigate all of the security failures in the week allotted to 
them. Some of the equipment was still set to use the default factory pass-
word, which, for someone interested in breaking in, was about as good as 
having no password protection at all.35 After reviewing the team’s report, 
the Mayo Clinic updated its purchasing policies and procedures, requir-
ing all medical devices to follow a stringent security protocol. However, 
that protocol is far from standard in the healthcare industry.36

Too often, data safety monitoring decisions are made through a simple 
cost-benefit analysis. It’s the mindset of the Sony Pictures executive who, 
in 2007, before the company’s big hack, said he had not wanted to “invest 
$10 million to avoid a possible $1 million loss.”37 The breach ended up 
being much more costly—$15 million in “investigation and remediation 
costs” alone,38 and a potentially bigger hit to Sony’s corporate reputation. 
One way to bring down the costs of vulnerability detection and white-
hat hacking programs is to create an independent industry organization 
to conduct audits across the industry and certify hackers in some way. At 
the same time, if users insist on a higher standard of data safety, the costs 
to the company of not enrolling will also increase.

These high-profile breaches summarize the five elements of data safety 
that need to be transparent to a refinery’s users. First, as with a hygiene 
inspection, there are minimum requirements that must be met in order 
to be considered “open” for business, such as having up-to-date software 
with all known vulnerabilities patched. Second, data safety is about more 
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than secure code; it’s about people, and creating a company culture that 
respects users and their data. An audit by an outside group can certify 
the refinery’s overall health standards and provide a rating for the se-
curity procedures and practices, including whether people are trained 
in safe data handling. Third, a team of white-hat hackers would regu-
larly try to break into the refinery’s networks and computers to check 
for any hidden vulnerabilities. Ideally, the auditors would also assess the 
refinery’s response times to abnormal activity and suggest concrete im-
provements—a service for both the refinery and its users. Fourth, data 
safety must be assessed using consistent standards and tests across all 
refineries. Fifth, there should be a capacity to assign weights to potential 
harm when certain categories of data are breached. If your connected car 
is hacked while you’re driving, the resulting injury could very well be far 
more devastating than a fraudulent transaction on your credit card.

As the auditors go through the data safety checklist, reviewing and 
testing a refinery’s performance, they would add points for sound prac-
tices. Users would be able to see the refinery’s most recent summary score, 
and put the score into context by having the option to look at previous 
audits. If a refinery’s audit has improved, it might signal an investment 
in security infrastructure or indicate employee training that has paid off 
over time. A worsening score might reflect a recent vulnerability or a 
lackluster commitment to training new employees. Being able to see the 
trend can be as helpful as seeing the most recent report.

Finally, publishing a bad data safety audit or risk rating should not 
relieve a refinery from any legal or ethical obligation to compensate users 
for harm they have incurred if a breach occurs due to negligence. The ex-
pense of such events must be shared between the companies getting these 
data and the people who are giving them. Otherwise, the companies may 
see little reason to improve security if their competitors have a low safety 
rating (or a high rating, but terrible products and services)—all the more 
so because future harm to an individual may not be traceable to a specific 
breach or other security failing. This is an area where the government or 
courts could impose fines or reimbursements to users if companies do 
not compensate them voluntarily.

As data refineries become integrated into more and more aspects of our 
lives, it is essential that much more information about data safety is com-
municated publicly—and well before security breaches occur. Indeed, 
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because social data are increasingly being used to establish and commu-
nicate a person’s identity, reputation, and state of mind, the threat of a 
security breach is incredibly personal.

The Right to See a Privacy Efficiency Rating

A security breach is a catastrophic, unexpected event, but there are also 
regular, expected costs of using refineries, including the gradual erosion 
of your privacy. As we’ve seen, you need to give personal data to obtain 
personally relevant products and services from a refinery. Privacy is also a 
resource, consumed by refineries in the process of creating outputs from 
your data.

As with any resource, the consumption of privacy can be more or less 
efficient, and the process of using it can be managed and budgeted. Ac-
cording to Cynthia Dwork of Microsoft Research, what’s imperative is 
quantifying the amount of privacy lost when the data are used. The pur-
pose of what Cynthia calls “differential privacy” is to set up data systems 
so that any individuals with data in the system will experience no direct 
negative consequence from sharing their data. Cynthia puts this in the 
form of two questions: “For a fixed bound on privacy loss, which tech-
nique provides better accuracy? For a fixed accuracy, which technique 
provides better privacy?”39

A refinery has to be designed to manage the privacy loss across its us-
ers against the benefits they receive for sharing data about themselves.40 
Again, it helps to think of a refinery as an ecosystem, which is best main-
tained with an eye to the health of the entire ecosystem, not the health of 
particular individuals within it. The trade-off between accuracy and pri-
vacy isn’t for one person alone, but for everybody. As you choose which 
refineries to use, you should be able to see whether they tend to use up 
privacy quickly or slowly, inefficiently or efficiently.

The speed and efficiency of privacy use is similar to a concept from 
engineering and environmental science called “burn rate.”41 An engineer 
can build a wood-burning stove that burns a lot of fuel, very fast, without 
much heat being generated to the surrounding room. It’s still a func-
tional oven, but it’s not very efficient: the raw material is quickly used 
up to achieve the desired outcome—a warm room. Adding more and 
more logs to the stove might keep the room warm enough, but the heat 
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transfer still remains far from optimal. Data may no longer be a scarce 
resource, but privacy still is—and getting scarcer by the minute. Privacy, 
like wood, can be easy to burn up without getting much benefit.

Modern wood-burning stoves are certified to run within a range of 
overall efficiency—between 60 and 80 percent—calibrated against the 
maximum theoretical efficiency of 100 percent. The privacy efficiency 
rating would be calculated in a similar way, with 100 percent efficiency 
indicating the ideal case of the lowest possible privacy loss for a result with 
a fixed accuracy, and with the data used being only those that were ab-
solutely necessary—for instance, a navigation service requiring a person’s 
current location and destination in order to provide directions to him.

A refinery constantly makes decisions about which user data to access 
as it looks for ways to improve its products and services. The databases 
of clicks and purchases that Amazon uses to make recommendations to 
customers do not need to have a record of the identity of each individual 
customer. What matters are the trajectories that customers take from 
one product to the next, not the fact that it was Veronica in Omaha who 
clicked on the product and then on another. Thus, if someone peered 
into these databases, she would not find information about specific indi-
viduals, reducing the chances of customers being harmed by these data.

When I was working with the dating site Fridae, we analyzed thou-
sands of notes that users had jotted down about other members, little 
annotations ranging from “sent me 5 messages; need to write back” and 
“met him—not my type” to “graduated with honors in chemistry” and 
“looks much older than 29.” These annotations were visible to the user 
who made them but not to any other users. We were interested in what 
types of information got captured in the notes, and whether any of it 
could be incorporated into the site’s design. Our analysis revealed the 
notes helped users remember who they had already messaged or met with 
no luck, so that they could avoid the effort—or embarrassment—of con-
tacting those individuals again. But before we analyzed the note content, 
all usernames were stripped out. This reduced the amount of privacy we 
had to burn in the process of improving Fridae’s services. No one on the 
team needed to know the predilections of a particular user in order to no-
tice patterns in the notes and consider new features or fields for the site.

If efficiency is of no concern, it is easier to build a very powerful ma-
chine. A car engine designed to compete on the Formula 1 circuit can 
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gobble up a lot of gas. And, more generally, for several decades car makers 
weren’t particularly worried about how much fuel a car used, because gas 
was cheap and seemingly limitless, and car buyers were more interested in 
other things, such as the car’s looks, performance, safety, and price. The 
oil crisis of the 1970s radically reweighted the costs and benefits assigned 
to various aspects of engine design. Governments mandated that cars be 
more fuel-efficient, and consumers counted pennies at the gas pumps.

Fuel efficiency—measured in the United States as miles driven per 
gallon of gas—can range dramatically depending on the demands on the 
engine. “City driving,” with its many stops and starts, and lower speeds, 
tends to be less fuel-efficient than driving at a consistent high speed on 
a freeway. The weather and other drains on the engine, such as the air 
conditioner, also matter. The US Environmental Protection Agency boils 
down the wide range of driving conditions into a single fuel efficiency 
rating by testing five driving scenarios in a laboratory. Every car is sub-
jected to the same checklist. According to the EPA, “Testing vehicles in 
controlled laboratory conditions establishes a level playing field for all 
cars and ensures that the test results are consistent, accurate, repeatable, 
and equitable.”42

Regrettably, fake efficiency ratings can be quite believable. That’s true 
of any efficiency rating that summarizes mechanisms or conditions that 
people do not or cannot experience directly. Say you’re staying in a hotel 
and your room feels too warm. You’ve adjusted the thermostat, but the 
temperature doesn’t seem to have changed in response, so you ask for an 
engineer to come to your room to look at it. When she’s done tinkering 
with the box, the display shows a lower temperature. If the room contin-
ues to feel too warm, you might wonder if she merely “fixed” the display 
instead of fixing the thermostat, and might demand that a thermometer 
be brought up to verify the temperature. 

Much of the time, however, people do not have the computational or 
sensory capacity to question the credibility of a measurement. And in 
some cases, machines are so complex that it is possible to configure them 
to appear to perform far more efficiently in some conditions—including 
when the machines themselves are being inspected. Volkswagen’s engi-
neers took advantage of the fact that cars were tested by the EPA for 
nitrous oxide emissions in a lab, a condition that could be detected by 
a car’s sensors. After the engineers couldn’t find a way to get a good fuel 
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efficiency performance from a line of diesel engines without exceeding 
emissions standards, individuals at the company developed the software 
to lower emissions when the car was being tested. It was only after re-
searchers at West Virginia University attempted to measure emissions on 
cars during road tests that the cheating was uncovered.43

Data refineries are at least as complex as a car. Most of us will have a 
difficult time judging the credibility of a privacy efficiency rating, even 
after we make the effort to understand what data must be given in order 
to get particular products and services. But communicating a refinery’s 
use of privacy could be as easy as communicating a car’s efficiency. In-
stead of estimating the number of miles that can be driven per gallon of 
gas, the aim would be to estimate the number of queries a refinery can 
answer per unit of privacy loss.

In practice, this would require defining a battery of tests for assessing 
privacy efficiency, much like the EPA creates a set of standardized tests 
for fuel efficiency. The tests would probe a refinery to learn the average 
number of interactions after which an individual is identified with a cer-
tain probability. Bigger numbers—more queries conducted before a loss 
in privacy occurs—would signify a more efficiently designed refinery.

Several people, including Cynthia Dwork and British entrepreneur 
John Taysom, are exploring methods for improving data privacy while 
maintaining data utility, and their work indicates that it is possible to 
develop tools like this for calculating a refinery’s use of privacy. John 
has patented a few interesting inventions for reducing the amount of 
privacy that must be burned to deliver products and services.44 He also 
argues that we cannot depend on the refineries to inspect themselves, 
nor should we rely on government agencies to do it for us. “Companies 
don’t live very long when compared to people who expect to live to one 
hundred, in the developed world at least; and governments don’t have a 
great record for securing personal data—and they are subject to change,” 
he has said. “Neither looks to be the right governance structure for data 
that may be relevant for one hundred years, and potentially even across 
generations, as is the case with genetic data.”45 As with data safety, we 
need an independent body of data experts to evaluate and communicate 
privacy efficiency for us.

In many respects, we’re in the very early stages of understanding how 
to measure and manage the loss of personal privacy in exchange for data 
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products and services. The future may involve a number of surprising 
innovations. For instance, when environmental scientists study climate 
change, they look at the burn rate of the planet’s total carbon resources. 
That burn rate is calculated not simply in terms of how much carbon is 
being consumed each year but also in terms of how much can be used 
each year without tipping earth’s ecosystem out of balance. To encourage 
less carbon use, companies in some countries are given a quota for their 
annual emissions. A company that uses less than its carbon budget can 
sell its unused credits to another company that has used too much; if 
a company has used too much and can’t find carbon credits to buy, it 
has to pay a fine to “offset” its overuse. This raises the cost of manufac-
turing for the company, nudging it to decrease its carbon use or deliver 
a dramatically better product than its competitors for the extra cost to 
the pocketbook and the environment. Organizations and individuals can 
also voluntarily offset their carbon footprint by paying money toward 
tree-planting and other efforts.

We may someday allow data refineries to trade in privacy credits, too. 
Such schemes will be possible only after we develop tools for objectively 
measuring and clearly communicating how privacy gets used, and learn 
how comfortable we are with various burn rates.

The Right to a “Return-on-Data” Score

How can you estimate the benefits you can expect to receive in exchange 
for your data? Conceptually, the return on data and the privacy burn rate 
both convey information about a refinery’s efficiency of data use. The 
privacy burn rate measures the expected cost in terms of how much of 
your true identity is exposed as you use the refinery. The return on data 
measures the expected benefit in terms of the value received compared 
to the data shared; it helps you decide whether the products and services 
you get are worth the effort of giving your data to the refinery.

Too many refineries ask for too much of our information before we can 
evaluate whether or not they’re useful. It’s as though you’ve met someone 
for a first date and the person has shown up with a list of twenty questions 
for you to answer, but doesn’t tell you anything about himself: the date 
probably won’t go very well. However, this is how many data-collecting 
companies start their relationship with you. Instead, there needs to be a 
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way for people to assess the potential benefit of using a refinery before 
they give data to it. The return-on-data score provides a means for scru-
tinizing this aspect of a refinery’s usefulness.

The perception of what a user gets from what she gives is subjective. 
For some people, sharing a photo of their toddler on Facebook feels like 
a big disclosure; for others, it’s no big deal. For some people, there’s a 
huge value to being able to make the acquaintance of a friend of a friend 
who shares a passion for J. S. Bach’s cello suites; for others, the new ac-
quaintance may feel like a big nuisance demanding time and attention. 
While it’s only after a person has shared data with a refinery and tried out 
its products and services that she can really get a sense for the personal 
return on her data, she should be able to decide whether to start to use a 
refinery based on the average return on data for its past and current users. 
The return-on-data score averages what people get—the value received 
in information products and services—divided by what they give—the 
investment made by sharing their data.

How, then, is the return on data measured? We could start by seeing 
whether the data the individual provides have any effect on the refinery’s 
outputs. If there is no effect, the marginal return on these data is zero. 
Most of the time, there will be some effect, and that’s where things get a 
bit tricky.

Let’s start by looking at how to compute the denominator—a user’s 
investment of data in the refinery. A return on investment is usually 
calculated in dollars and cents: for every dollar you spent on a project, 
portfolio, or company, how many dollars did you make? As we saw in 
Chapter 1, however, you cannot easily point to a string of data that you 
have shared with a refinery and assign a price to it. Investment of data 
does not lend itself to a straightforward arithmetic tally of dollars and 
cents, nor of bytes and bits.

The investment of data in a refinery, however, can be captured through 
measures of user effort, or attention. Measuring attention is more com-
plex than just measuring the time spent at a refinery. For instance, having 
a page open in a browser does not indicate whether a person is actually 
looking at the page unless there is some activity: clicks, swipes, searches, 
comments, uploads, and downloads (unless, that is, the person has al-
lowed the device’s built-in camera to send a video stream to a refinery so 
that he can be observed directly). Some refineries require new users to fill 
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out a few profile fields before they can access their services. If those data 
are necessary—sharing an address to get an item shipped—there is some 
return for them. But some data are collected simply because marketers 
have been trained to believe they need demographic information about 
their customers. Filling out surveys that have zero impact on what you 
see has zero value for you. 

Another consideration in measuring effort is to look at how data are 
created and shared. Creating data explicitly for a refinery—answering a 
survey or uploading a profile photo—is more work than sharing clicks, 
swipes, and searches. Explicitly checking into a location on Facebook is 
more work than turning on geolocation sharing. However, your check-in 
tells Facebook more explicitly that you may want to get recommenda-
tions based on where you are. More generally, in calculations of a user’s 
investment, explicit data should be given more weight compared to im-
plicit data.

This weighting mechanism also reflects the fact that connecting to 
a site or app using Facebook Log-In or similar services reduces the in-
vestment required to obtain personalized recommendations and matches 
when trying out a new refinery.46 Facebook shares relevant data with 
the app—your profile photo with ride-sharing platforms Uber or Lyft, 
so that driver and rider can recognize each other; your friends’ music 
choices, so that Spotify can populate your playlist, saving you the effort 
of recreating data that have already been shared elsewhere.

In some cases, as with the house- and room-sharing service Airbnb, a 
site or app may require you to link your account with a social network. 
In fact, Airbnb assures customers that it accesses a broad range of per-
sonal data, including a government-issued ID, online ID, profile photo, 
email address, and phone number, in order to verify users’ identity and 
establish a feeling of trust between users. For Airbnb, online identity en-
compasses having a network of friends; it’s much harder to fake hundreds 
of mutually confirmed friendships on Facebook than to fake a personal 
profile. Here, we can see that the minimum amount of social graph in-
formation needed to approve a host or guest is relatively high, but it 
still doesn’t require handing over every bit of data about you. Additional 
data from your profile could also be used to improve Airbnb’s services. 
Love pets? Like to work out every morning? Airbnb could probably find 
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a match of host or guest by analyzing your interactions with your Face-
book friends. But this isn’t as efficient as letting guests and hosts explic-
itly indicate which of their interests are important in making a decision 
about whether to accept a guest or book a room.

Now let’s turn to the numerator: the value the user gets from the re-
finery. This value can come in the form of better communication, better 
matches, and better decisions. Quantifying improvement can be difficult. 
Time spent on a site does not always indicate benefit, let alone joy; you 
may be desperately trying to find the customer service phone number of 
a company. Savings in time may or may not indicate that users are happy 
with what they get, or that it is useful for them. A different approach 
counts the number of monthly active users—that is, how many people 
visited or used the site or app in the last thirty days—as a measure of a 
refinery’s usefulness. But the number of visitors may also simply reflect 
the company’s latest marketing campaign.

A more robust calculation looks at several dimensions of user engage-
ment data that are already regularly measured and analyzed by refineries: 
recency of use, frequency of use, and variety of use. How long ago did a 
user last visit the refinery? How often, on average, does a person visit the 
site or use the app? How many different things does the user do at the 
refinery? Recency depends on the type of services the refinery offers. If 
users on average have visited Google within the last six hours, it doesn’t 
mean you receive far more benefit from it because you have been search-
ing it in the past six minutes. It simply reflects bursts of search activity 
compared to other activities, including all those hours spent sleeping. 
It’s only in being able to compare the data on recency of use to similar 
search sites that recency becomes a useful metric. However, if a person 
used a dating app the day before, the app is more likely to suggest him 
higher in the ranking of potential matches than if he last used it a month 
or a year ago. Increased engagement can provide greater benefit. Fre-
quency of use—how many times a person uses a refinery per day, week, 
or month—can also be compared over time. If people on average visit a 
refinery less often today than a year ago, that suggests less return on data. 
Finally, variety of use demonstrates the range of products and services 
that a refinery successfully offers to people based on the data it’s collect-
ing and analyzing. Ideally, the return-on-data score would give a user the 
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ability to look individually at the recency, frequency, and variety figures, 
and see how putting different weights on each factor changes the scores 
for different refineries.

Once the denominator and numerator are calculated, taking their ra-
tio gives the return on data for the individual. To summarize the return 
on data across all users, the average of these individual ratios would be 
taken, regardless of how often each person uses the refinery. (If we were 
to first add up the benefits across all users, and then divided this by 
the investments across all users, more active users would be given more 
weight in the ratio than less active ones.) If a refinery’s aggregate return-
on-data score is less than 1, it indicates that users typically get less from 
the refinery than they give to it. That does not sound like a deal, let alone 
a good one. However, the return on data is more than a binary signal. 
You might also decide that the return in decision-making value just isn’t 
high enough compared to the type of data you are being asked to share.

Observations of user behavior can and should be supplemented with 
qualitative data that can reveal users’ motivations. For instance, asking 
users to review their experience with the refinery, much like a customer 
satisfaction survey aims to quantify the benefit of a product or service 
and the likelihood that a customer will continue to buy or use it, can 
help to put high-frequency visits in context. A refinery knows how often 
a user comes back to a site or app, and may infer the purpose based on 
clicks and queries, but it doesn’t know precisely why. A simple survey 
question might offer additional insight: We noticed that you visited our site 
on 3 different occasions today: Did you come back because you found what 
you wanted but got interrupted, or because you didn’t find what you wanted 
but felt the recommendations were good enough?

One methodology, Net Promoter Score, might be particularly attrac-
tive to refineries, ensuring that refineries’ interests are aligned with us-
ers’. Individuals are asked to rank their likelihood of recommending the 
company on a numeric scale from 0 to 10, with the aggregated scores 
placed on a spectrum from –100 (where everyone asked is a “detractor,” 
unlikely to recommend) to +100 (where everyone asked is a “promoter,” 
likely to recommend).47 Asking a user “How likely is it that you would 
recommend our company/product/service to a friend or colleague?”48 
would naturally lead to an option to share that recommendation with 
the people in the user’s social network. In this case, users’ interests and 

9780465044696-text.indd   170 11/18/16   1:21 PM



	 Seeing the Controls� 171

refineries’ interests can be aligned: the feedback is channeled into growth 
in the refinery’s user base.49

Over time, individuals will learn how much value they can expect not 
merely in comparison to the investment they put in but also, taking the 
bigger picture into account, in comparison to the safety risks and the 
privacy costs associated with a refinery. We must be able to see and review 
estimates of the unexpected risks, expected costs, and expected benefits 
across refineries so that we can decide which ones we want to work with.

In Plain Sight

When you drive, you want to have the car’s key performance indica-
tors—the engine malfunction light, oil pressure light, fuel gauge, and 
speedometer—within easy sight, so that you can keep an eye on how the 
car is operating while at the same time scanning the surrounding envi-
ronment and steering yourself to your destination without incident. The 
dashboard instruments distill and communicate this important informa-
tion in ways that allow you to make decisions based on a quick glance.

I believe that for true transparency, we need to have a similar standard-
ized dashboard to distill and communicate the three inspection metrics 
of a refinery’s health and hygiene.50 Before creating an account, first-time 
users would get to see the inspection metrics. Thus, the metrics would 
need to be conspicuously displayed on the refinery’s home page or app 
description. For existing users, the metrics could be integrated into the 
user settings page—for instance, on Google’s existing Dashboard. I ex-
pect “refineries of refineries” will emerge, similar to shopping comparison 
sites, to collect the data, compute the metrics, and show them to users 
side by side. Clear, intuitive visualizations are needed, such as mapping 
the inspection results onto a spectrum from green to amber to red, where 
the ratings of the best-performing refineries are displayed in green and 
the worst-performing in red.51 Again, this requires that an outside body 
be established to inspect the refineries, since the ratings will have to be 
analyzed in order to produce these benchmarks.

My hope is that people will consult the dashboard when they are de-
ciding whether to share their data with a new refinery. The dashboard will 
also allow people to better assess their own personal experience with each 
refinery—and make decisions about whether to continue using it or to 

9780465044696-text.indd   171 11/18/16   1:21 PM



172	 DATA FOR THE PEOPLE

try out a new refinery that pops up on the scene. The more a person uses 
a refinery, the more concerned she might become about privacy burn and 
want to compare her current refinery to competitors. She should also be 
given the option of receiving an automatic notification when a refinery’s 
rating on one of the three metrics falls below a certain level, or into the 
“red zone.”

The exact formula of how the metrics are computed will change as 
our understanding of data and data refineries advances. As with laws and 
regulations, what matters most are the guiding principles; the details will 
evolve as we learn how best to use refined data and exercise our transpar-
ency rights. However, nothing will happen if we sit back and wait for the 
data refineries to create a dashboard for us; we must demand that they 
provide this tool for judging the aspects of their performance that are 
relevant to us.

Much like a single user’s data has very little monetary value to a refin-
ery, a single user’s demands for transparency may get very little attention. 
But the social data revolution is composed of a billion of us. A mil-
lion or a billion users’ demands for transparency are not easily ignored, 
even more so now when a billion of us are not limited to writing letters 
but have access to amazing tools—many of them built by the refiner-
ies themselves—for discovering, communicating, and organizing people 
and information. We can take advantage of these tools to discover fellow 
users who want to adjust the balance of power and seek better data safety 
handling, privacy efficiency, and return on data.

Together, we can put pressure on those refineries that fall short. We 
can vote with our data, choosing to interact with refineries that have a 
transparent record of serving users’ interests and avoiding those that ob-
fuscate, siphon our data for others to use, or simply provide too little in 
the way of transparency or value for us, the users.

If that does not work, we can even form virtual boycotts, banding to-
gether in an organized campaign to stop sharing data with low-perform-
ing refineries until we see tangible improvements in their performance. 
If the refineries do not respond to our demands, as a next step we can 
pressure our governments to create regulations that require such refiner-
ies to be inspected regularly and publicly post the results, much like US 
airlines are required to publish statistics about flight delays. 
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Now, we can look at dashboards all day long, but unless we do some-
thing in response to the information shown to us, we will be limited in 
how much control we have over the benefit we get from the refineries. To 
ensure that we can act on the information, the four agency rights—the 
right to amend, right to blur, right to experiment, and right to port—are 
essential.
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6

TAKING THE CONTROL(S)

Agency for the People
What Should You Demand to Do with Your Data?

All that is required for this enlightenment is freedom; and particularly 
the least harmful of all that may be called freedom, namely, the free-
dom for man to make public use of his reason in all matters.1

IMMANUEL KANT

A DATA REFINERY is a machine. However, it doesn’t run without some hu-
man direction. So while a company may be perfectly transparent about 
its internal mechanisms, that doesn’t ensure the data of you and by you 
are also used for you. The people in charge of designing the machine 
may tell you (and might even themselves believe) that they know best 
how to set the bells and whistles for users. But how can you know that 
the refinery is no more than a pinball machine, with the users reduced to 
nothing more than a ball—a toy to be dropped, bumped, flipped, spun, 
and held captive to the whims of the people who actually have their hand 
on the controls of the refinery? If the people playing with the balls get a 
commission or bonus each time a ball rolls over or bumps into an ad or 
other piece of paid content, you can bet the machine will be designed to 
optimize the chances of doing just that.

This is why transparency about how the refineries work is not enough; we 
must also have agency—the ability to freely decide how our data are used 
by the refineries. We must demand a seat at the controls of the refineries.

This applies to how we interact with data refineries, too. Even a mun-
dane problem like the labeling of incoming email as “spam” or “not-spam,” 
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which we happily delegate to computers, can be improved by giving users 
more agency. No one wants to return to the days when offers for cheap 
Viagra or promises of unclaimed inheritances filled your inbox. Still, 
more than once you’ve probably found a message you were waiting for 
in your spam folder—or, more annoyingly, learned that a message you 
wanted someone else to receive has landed in his. Spam filters give you 
the option of marking an email as not-spam, in order to move misdi-
rected messages to your inbox and adjust the rules applied to your emails 
going forward. This feedback improves the performance of the system 
for you.

Spam filters try to find a setting that balances false positives—the 
number of messages that are incorrectly labeled as most likely being 
“spam”—and false negatives—the number of messages that are incor-
rectly labeled as “not-spam.” Most of the time, the spam “scores” are 
assigned to incoming messages based on sender data and metadata for all 
of the emails that pass through the provider’s servers, allowing machine 
learning on the network level. To help improve the system, however, your 
email provider could offer an analysis of why a message was put into 
your spam folder. Further, you could be given the option to drill down 
into the rules and adjust them to better reflect your preferences and the 
pattern of your communications.

On the one hand, you could set aggressive parameters for filtering 
messages to spam if you don’t want to spend much time deleting spam 
manually and aren’t worried about missing messages that are routed in-
correctly. On the other hand, if you want to be certain you don’t miss any 
messages and don’t mind spending extra time reviewing junk, you could 
set the parameters more leniently. If you have a lot of friends and family 
in Nigeria, you may not care that the country boasts a spam rate of 90 
percent.2 Why not give humans more areas for offering feedback to the 
machines, giving users more say in how their messages are classified? In 
order to do this, email providers would need to expose the dimensions 
they utilize in spam analyses, and allow users to have some control over 
how their messages are processed by letting them adjust the correspond-
ing parameters.

Increasing user agency requires shifting more power over data and the 
refinery’s processes into the hands of individuals. There are four main 
ways a refinery can give you more control: the right to amend data; the 

9780465044696-text.indd   176 11/18/16   1:21 PM



	 Taking the Control(s)� 177

right to blur your data; the right to experiment with your data and the 
refinery’s settings; and the right to port your data. The right to amend 
increases your agency through the power of self-expression, while the 
right to blur does so through the power of self-determination. The right 
to experiment increases agency by expanding freedom of exploration, 
while the right to port does so by expanding freedom of movement. De-
veloping tools based on these four rights will improve the information 
products and services of the refineries, creating a post-privacy economy 
in which you can put data to work for you on your terms.

The Right to Amend Data

In the earliest days of record-keeping, about six thousand years ago—
when the Sumerians invented cuneiform3—the ruling class of priest-
kings was largely given responsibility for creating, drying, storing, and 
preserving the clay tablets that contained the civilization’s permanent re-
cords.4 The tablets registered who owned what; who owed what for taxes, 
rent, fees, loans, or trades;5 and what laws governed these possessions and 
exchanges. With so much at stake, there were forgeries and fights over 
exactly what had been “set in stone.” The people of Sumer decided that 
these tablets had to be locked up, and often entrusted the local temple 
with the job. However, this meant the priests controlled much of the 
data: they decided who was granted access to the official record stored in 
the temple—and who was denied. Everyone else had to hope the priests 
had recorded the information correctly and would not be tempted to 
corrupt the data under their care. Unfortunately, the priest-kings and 
other elites weren’t always correct, or trustworthy. Maintaining the data 
was a way to concentrate power.6

Pete Warden, the co-founder of image recognition start-up Jetpac, has 
made the point eloquently that today we’re dealing with yet another pe-
riod of overzealous protection of information.7 We see a problem—the 
potential harm done by incorrect data—and imagine the solution is to 
ensure that all data are correct. But because there’s so much data to-
day, it’s no longer possible to protect every bit and byte from tampering. 
The Sumerians tried to do that for a population of about 1 million and 
yet, after granting the power to control the record to a small number of 
people, discovered that data were still prone to corruption. It’s also not 
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possible to have humans police the truth for every piece of information. 
The East Germans tried to do that for a population of about 16 million 
and, after enlisting 1 percent of the nation’s working-age people in the 
Stasi, discovered that manual data verification does not scale. However, 
we can now take advantage of machine learning to confirm that data are 
what they claim to be and sort data by relevance to individuals.

We need to let go of the goal of maintaining only the “correct” data 
and give users more ability to make their own mark on the record. The 
right to amend is about the power of purposefully attaching data, creating 
and sharing new data related to existing data and thereby creating con-
nections that can be analyzed like any other data. The same algorithmic 
machinery of rankings and recommendations that was created to surface 
relevant ads can help surface the information relevant to an individual in 
a given situation, including data attached to other data. Given the vast 
amount of data available, the capacity to analyze large amounts of poten-
tially inconsistent data, and the economics of modern communication, 
we no longer need to collapse the world into the binary of true or false. 
Thus, the right to amend adopts a probabilistic worldview.

The right to amend provides far more user agency than the EU’s 
right to be forgotten. Take the case of Greg Lindae, a private-equity 
investor who asked that a 1998 Wall Street Journal article about a Tan-
tra workshop in which he had participated be removed from Google 
results for his name almost as soon as the EU directive was adopted.8 
The directive was big news, and the newspaper’s editors decided to track 
down the person who had made this too-sexy-to-resist request and write 
a story about him. Ironically, the clicks on the new story almost cer-
tainly increased the ranking of search results for “Tantra” or the “EU 
right to be forgotten” that mentioned Lindae by name. (Only when you 
searched for Lindae’s name using a computer based in the European 
Union would Google suppress the links that Lindae had requested be 
removed.) Lindae acknowledged that the right to be forgotten was un-
likely to become a global standard, and it was more important to him to 
be able to add some commentary about his original quotes. “If it adds a 
little more context . . . that is not a problem,” he told the Journal. “That 
is actually better.”9 The vast majority of us won’t ever be in the position 
of having the Wall Street Journal or another authority “amend” our data 
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for us. We need to have the right to amend, no matter how sexy (or 
unsexy) our data may be.

The right-to-be-forgotten directive provides no clear standard for 
where information falls on the spectrum between public interest and per-
sonal privacy. As a result, the organizations responding to requests might 
“overwrite” information that people might consider useful, maybe even 
essential, when making a decision; it challenges other individuals’ “right 
to know.” Further, thus far the only way to determine the validity of a 
request seems to be to employ humans to evaluate each one on a case-by-
case basis. It’s as though we’re back in Sumer, asking the priests to decide 
which clay tablets to keep and which to destroy.

Most of the requests made under the EU’s right to be forgotten con-
cern information that was posted by others. That’s because most plat-
forms already allow users to remove data they have created and shared 
themselves if they decide later that they no longer want it to be visible. 
But as we saw with the right to access data, many if not most data are cre-
ated in relation to other people, and would be more accurately described 
as “co-owned.” If a person deletes part of the conversation, whether about 
politics or products, she orphans the responses to her points. She changes 
the data’s context.

People are most motivated to amend a record when they are likely to 
benefit from the change. A homeowner may have more of an incentive 
to correct a mistake in her county property assessment than a govern-
ment clerk—but only in some contexts. If the homeowner believes the 
assessor overstated some features of the house, she may want to correct 
these to lower her tax bill. If she’s about to put the house on the mar-
ket, she might be happy to let the higher valuation stand, since it could 
improve her chance of fetching a higher sales price. The assessor doesn’t 
have much incentive to reconsider the valuation, since that will cost extra 
time and perhaps the admission of some mistakes. Only if the house was 
undervalued and the assessor was paid on a commission basis would it 
make sense for him to revisit it.

The right to amend is especially important when data might harm you. 
Your phone’s geolocation data might suggest you were in New Jersey at a 
certain point in time when you were actually in Manhattan, because your 
phone connected to a base station on the other side of the Hudson River. 
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Then, something comes up and you need to prove your whereabouts 
on that date. You could seek out other data, like a video recording, that 
shows you were in New York and attach it to the geolocation—to en-
sure that others are aware there is contradictory data. In the future, data 
that are beyond your control—for example, video footage taken from a 
camera mounted in a public space—might be used to determine your 
eligibility for a job or loan. You cannot stop such data from existing, but 
you can insist on having an opportunity to amend other data to them.

Additionally, for any data about yourself you should be able to create 
a “pinned” amendment—a rebuttal, explanation, or disclaimer—that is 
highly visible to anyone seeing the data and which is prioritized over 
amendments to the data made by others. In addition, because data about 
you may simultaneously be data about others, you ought to have some 
way to express how important a pinned amendment is to you, to help 
refineries determine how to rank and surface amendments to other users. 
If there are no costs to pinning or prioritizing an amendment, social data 
platforms might get cluttered by them. This problem can be solved by 
introducing artificial costs, where each user is granted a budget of points 
to allocate among their amendments.

Amendments can also be given more or less weight based on the 
amount of validation they receive, including a confirmation of the data 
source and feedback from other users. As we saw in Chapter 2, Reddit al-
lows users to judge the merit of posts by voting content up or down, and 
identifies usernames who may be trying to game the voting system by 
ring-fencing votes that appear to be coming from the same user or a co-
ordinated group of users as, for example, evidenced by similar IP address. 
Upvotes and downvotes are data amendments. However, an internet troll 
can hurt or destroy the reputation of an individual, or an online commu-
nity, often for no other reason than to upset users. One way to maintain 
a healthy ecosystem is to require that every amendment comes with an 
identity, whether in the form of a real name or a persistent pseudonym. 
A persistent identity doesn’t guarantee the truth of an amendment any 
more than the oath in a courtroom guarantees the truth of a witness’s 
testimony, no matter how sincere a person seems when he promises to 
say “nothing but the truth.” Further, tying amendments to a person, with 
the goal of increasing accountability and reducing negativity, does not 
work in the case of whistle-blowers, whose lives might be at risk if their 
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true identity is revealed. Recent examples are WikiLeaks for government 
secrets, the Panama Papers for tax evasion,10 and LaborLink11 for factory 
conditions.

The metadata of an amendment, such as when and where it was cre-
ated, can be utilized to validate it. Video and audio recordings contain a 
background hum reflecting the frequency of the electric current. In the 
United States, Canada, and China, the standard frequency for alternating 
current (AC) is fifty cycles per second, or fifty hertz, while in the United 
Kingdom and Europe, the standard is sixty hertz. In both cases, however, 
the frequency also varies very slightly in response to changes in the load 
put on the power grid, enough that these variations can be mapped to 
specific places and times, down to the minute. In the continental United 
States and Canada, there are four main power grids, each with its own 
distinct “frequency signature” in response to load demands.12 By com-
paring the fluctuations in the background frequency hum of a recording 
to the idiosyncratic fluctuations in the frequency across the grid, it’s pos-
sible to verify that the recording was probably made on a given day and 
time, and in a general location.13

This example, whereby a recording contains information about its 
provenance that cannot be erased, resembles the concept of the block-
chain, the digital ledger system developed for the crypto-currency Bit-
coin.14 Essentially, a blockchain is a permanent history of all the past 
interactions and transactions involving some data that is embedded in 
the data. The entire history is thus always transmitted with the data; it 
cannot be pulled apart, tampered with, or erased. The blockchain records 
the current holder of each Bitcoin and ensures that a single Bitcoin can-
not be used in simultaneous transactions, even while many Bitcoin users 
choose to attach pseudonyms to their “wallets.” The system has been set 
up so that every transaction is recorded publicly through a decentralized, 
distributed process; anyone can read and write to the blockchain. The 
design relies on the basic fact that once a bit of data is shared with others, 
it can’t be deleted in an existential sense, since there are copies floating 
around, saved on machines across the web. Every transfer and change is 
transparent and can be traced back in time. Users can also embed notes 
in the blockchain, putting a transaction in context.15

A blockchain can be set up privately, whereby a select group of indi-
viduals or an organization—called a “consortium”—get full read/write 
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access to the history,16 which might be an attractive option for medical 
data, with only the patient, physicians, and authorized family allowed 
to amend the record. A fully public blockchain is more transparent and 
trustworthy, since transactions of data are authenticated across the en-
tire network of users. People will notice if someone tampers with any-
thing that matters. In contrast, a consortium can process transactions 
more quickly, because fewer actors are involved in authenticating and 
saving the transaction. Thus, it is also easier for the parties to collude, 
so people may need to be more vigilant about changes to the data. 
Whether public or private, a history of all interactions embedded in a 
blockchain creates unprecedented accountability, especially in the event 
that your data are ever used against you. The blockchain helps ensure 
that amendments are attached to the person who created them in an en-
during fashion, the technological equivalent of super glue as compared 
to a paper clip.

As we saw in the previous chapter, explicit data will be weighted more 
heavily than implicit data when calculating a person’s investment of data 
in a refinery, reflecting the greater amount of user effort. Amendments 
are explicit data, but they can be attached to any data, implicit or explicit. 
By amending implicit data—noting that the metadata on a photo is not 
quite correct, for example—you increase its weight in the calculation of 
the return on data and signal that amendments like it are more relevant 
or interesting to you.

 Finally, for the right to amend to become a reality, refineries must 
commit resources to support the right of users to amend data. It may be 
tempting for a refinery to funnel user attention into areas where there is 
money to be made, such as paid advertising. Allocating virtual real estate 
for displaying amendments and building the architecture for surfacing 
them are necessary, initial steps to serving the interests of users.

The Right to Blur Your Data

The second agency right, the right to blur, gives users the power to de-
termine the level of detail of the data they share. The blurrier the data 
you give, the less personalized the services you can get from a refinery. 
Nonetheless, you should have the right to assert your own terms—and 
decide what level of personalization suits you at different times and in 
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different places. Today, we can measure attributes about people to an 
amazing precision, such as knowing geolocation, via GPS or beacons, 
on the order of a meter. But this doesn’t mean we want or need to share 
that level of resolution with the refinery; indeed, we should be able to 
determine the resolution of the data we share. Giving us a binary choice 
between supplying the highest-resolution data and not getting a refin-
ery’s services made sense when only very coarse data were available, but it 
is not appropriate anymore.

Sometimes we need or want high-resolution geolocation, sometimes 
we don’t. You will share your exact location without a second thought 
when you want to have something get to you in a timely fashion. If you 
refuse to give your exact address to Domino’s for delivery, you’re not go-
ing to get your pizza. Yet, in many cases, we can get what we want where 
we want while sharing less precise information, and the price to be paid 
is completely palatable. You can ask a taxi driver to take you to an inter-
section near your destination rather than giving the specific address; the 
cost is just a few minutes of walking. In most towns, you can give Google 
Maps an address a few street numbers up or down from your intended 
destination and you will get perfectly functional directions.

Although it is possible to manually change or blur data in this way, we 
can take advantage of technology to do some of the work for us, taking 
high-resolution data and reducing the number of specific digits or charac-
teristics that are passed downstream. Eric Horvitz of Microsoft Research 
has proposed a model that allows people to set the spatial resolution of 
the geolocation data their phones transmit to a refinery anywhere from a 
meter up to “Planet Earth.”17 Eric suggested that the granularity settings 
could be a function of your situation. You might want the highest res-
olution while looking for your car in a parking lot or for a specific item 
in a store. You might prefer a lower resolution if you’re strolling through 
a shopping mall during work hours. If you’re meeting a new client for 
coffee at the mall, you may want a higher resolution. An algorithm could 
learn your preferences, based on variables like time of day or geolocation. 
In addition, granularity might not always be measured in units of phys-
ical distance. If you’re in a sparsely populated area, instead of blurring 
your location to a radius in miles, you might want to blur it to a radius 
that includes the closest one thousand mobile phones, so that you are not 
as easily identifiable. Being data literate includes learning which level of 
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precision you need to give, but not more, in order to get the outputs you 
want from a refinery.

Geolocation is not the only area where data resolution can be dialed 
up or dialed down. The relationships between people, their preferences 
and sentiments as reflected in clicks and swipes, how relevant something 
is to a given situation, the extent to which a place is considered private or 
public: all of these are more complicated than toggling an on/off switch. 
Life is not binary; neither are data. 

Many personal characteristics—including age, weight and height, eth-
nicity, religion, employer, industry, and occupation—could be blurred. 
LinkedIn, for instance, allows you to blur what level of identity details 
people see about you while you browse others’ profiles—and the system is 
designed such that, should you choose to show only blurred details about 
yourself, you get to see only those details at the same level of resolution 
about the people visiting your profile: the resolution you choose to reveal 
determines what you see about others. If you are a woman or an ethnic 
minority submitting an application for a job, you might want the option 
of blurring your identity by having only the initials of your first name 
displayed to the person screening the incoming resumés. Economists 
have actually found that applicants with “ethnic”- or foreign-sounding 
names are less likely to be invited for an interview compared to those 
with “white” or native-sounding names.18

Blurring also gives individuals more control over their data in com-
mercial settings. When you buy an item, the retailer has to know the 
specific SKU (stock keeping unit) of the product you bought, and the 
detailed characteristics of a product say a lot about you as a consumer. 
For more personally sensitive purchases, you might request that the pre-
cise item is described only by a blurrier category of “Massage Tools” or 
“Wellness and Relaxation,” or perhaps to the sub-department of “Health 
and Personal Care” or “Health and Household.” Blurring the exact SKU 
to the level of product category would protect you from potential embar-
rassment in the event of a hack—or an accidental disclosure to someone 
sharing your computer, if you forget to log out of your account.19 Of 
course, blurring product data would affect the product recommenda-
tions you see, since the link from your shopping history to the SKU 
would no longer exist—but getting less personalized recommendations 
in this scenario might be precisely your preference.
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To consider how the right to blur might work pragmatically, you must 
acknowledge that you have to first create data, sometimes very precise 
data. When civilian GPS was much less specific, you couldn’t get useful 
directions for navigation. To make a call on a mobile phone, you have 
to connect to a base station, the location of which the carrier of course 
knows. You can reduce the resolution of data only after that point—that 
is, when you decide to share your data with some other refinery and ap-
ply some restrictions to its subsequent use. 

In some cases you can change the resolution of the data at the point of 
creation. However, blurring data at the source is irreversible. It may make 
it impossible to take advantage of future products and services, including 
some you may not yet have any inkling that you’ll want or need. For ex-
ample, if you blur parts of your identity, you may not be allowed to make 
a digital payment—and it may not be obvious what parts of your identity 
are required for authentication.

You might also decide to blur data but later discover that high-resolu-
tion data are pertinent to a decision you need to make. Say you regularly 
stayed with a friend who lived on a block that was a known hotspot for 
buying illegal drugs, and you decided to blur the address to a radius of a 
few miles so that you aren’t inappropriately associated with that block’s 
reputation. Later, you want to use a refinery to see if your environmental 
exposure puts you at a higher risk of getting cancer. Several buildings in 
that area have since been detected to have had higher-than-reasonable 
amounts of lead or another carcinogen, but if you’ve blurred the address, 
the refinery won’t be able to assess your risk accurately.

The choice to blur data will often come with consequences, and you 
will not always be able to predict in advance what those consequences 
might be. Amazon’s Kindle records where I start and stop reading a book, 
and how many minutes I spend on each page. A student may not want 
his teacher to see that level of data, depending on how it affects his grade 
in class, even if it would help the teacher personalize a lesson plan for 
the material where the student seems to get stalled. You might decide to 
share highly granular reading data with Amazon or another book recom-
mendations site to get pointers to authors you might enjoy, and then find 
an FBI agent at your front door because you spent a long time on an arti-
cle about how the Boston Marathon bombers built their pressure-cooker 
bomb—very close to an actual scenario.20
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It will take time to become familiar with how blurring various aspects 
of various situations might affect us and our future decisions. As we build 
a mental model of blurring, we would benefit greatly if refineries were 
more transparent about the marginal increase in value of their products 
and services in response to a marginal increase in data resolution. It will 
also help if users were given the agency to adopt others’ finely tuned blur 
settings as their preference, overriding the refinery’s defaults. Imagine be-
ing able to replace the default settings on your phone or computer with 
blurring settings developed or recommended by the Electronic Frontier 
Foundation, the American Civil Liberties Union, or a similar organiza-
tion. The organization could offer a few profiles for different user types, 
clearly defining the blur settings and outlining the advantages and disad-
vantages. After exploring different settings, you would be able to decide 
which one works best for you and possibly fine-tune and personalize the 
settings further.

How can we create an environment that encourages more open but 
“owned” expression—more amendments to data—when data involve 
sensitive categories of information? For instance, a person might fear 
sharing a political comment under his real name if he knows it’s counter 
to his employer’s opinion, or avoid admitting to heavy drinking or illicit 
drug use in the patient annotations to his medical record.

In the 1960s, Canadian economist Stanley L. Warner faced exactly 
this problem while gathering field statistics for his research.21 He realized 
that individuals often have valid reasons for withholding information 
about themselves, and no amount of pleading about the social good of 
sharing, or explaining how the person would benefit, would persuade 
everyone to be completely honest. If you posed a provocative question 
like “Do you use marijuana?” or “Are you HIV-positive?,” there’s no way 
of ascertaining what percentage of people might have lied when they 
answered (short of conducting an impromptu blood test).

Warner figured that some people would lie, and that he wouldn’t know 
whether certain subgroups of people were more likely to do so. If people 
living in some neighborhoods were more likely to give a false negative 
answer, then his data would be skewed in ways that he couldn’t fix. To 
add a layer of protection between themselves and their answer, he sug-
gested introducing random noise to the data—which was a method for 
blurring them.
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Here’s how it works: Before a person provides the answer to the ques-
tion, he flips a coin. If the coin turns up heads, he answers the question 
honestly, with a “yes” or “no”; if it turns up tails, he answers yes, irre-
spective of the truth. Only the subject knows whether his answer was 
honest or dictated by the outcome of the coin toss. If the subject is later 
confronted with his affirmative answer, he can rightfully claim that the 
coin toss dictated that he answer “yes”—and no one could ever give him 
trouble for his answer because they had no way of knowing if he was 
lying or telling the truth. The elegance of Warner’s method is that while 
it protects the individual, it still provides decision-makers with the data 
they need. In fact, the data can be more “truthful” than it would have 
been had no noise been introduced. 

Blurring can be applied to both a person’s raw data inputs and a re-
finery’s outputs. By randomly jiggling individual points around, we can 
blur our personal data while still reaping the benefits of aggregating and 
analyzing data to make predictions and prescriptions. 

The Right to Experiment with the Refineries

Data refineries are constantly experimenting with their design, settings, 
and ranking algorithms. And, as we saw earlier, they also run experiments 
on their users. If refineries can experiment with us, we should be able to 
experiment with them.

While the right to amend is about free expression and the right to blur 
is about self-determination, the right to experiment is about exploration, 
letting users play with the possibilities. One of the key functions of a 
data refinery is to determine the order in which products and services are 
presented to users. The ranking of results is based on parameters such as 
recency, with the latest options placed at the top of a list; geographical 
proximity, with the nearest options to you placed at the top; or social 
proximity, with the options with stronger connections to you placed at 
the top. I like to think of these settings as “knobs” or “sliders,” which 
can be set to higher or lower values much like the controls on a sound 
mixing board can be used to alter the balance of inputs from different 
microphones when a musical performance is recorded.22

Unfortunately, the refineries’ knobs aren’t always visible to the user. 
Why are these settings so often tucked inside a black box, out of users’ 
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sight or reach? It’s not for some prosaic reason, such as laziness or greed, 
or some unwavering devotion to the principle of simplicity in interface 
design.23 There are sound business reasons for not revealing the knobs, 
including the fact that knobs cost money to create, that they might expose 
proprietary secrets, or that some of the knobs might open a company 
up to lawsuits. In addition, refineries are not in the business of custom 
programming. They aren’t going to add knobs for whatever a user might 
dream up. But refineries ought to give users the ability to access and adjust 
the settings of the knobs that do exist. However, there are also epistemo-
logical reasons for keeping some knobs out of users’ sight. It is often diffi-
cult to find a word to describe what a knob does that people will instantly 
understand—and therefore feel comfortable using. Nevertheless, as Vik-
tor Mayer-Schönberger and Kenneth Cukier point out in their ground-
breaking book Big Data, predictions and prescriptions can work without 
people understanding exactly why they work.24 While these are legitimate 
concerns, they are also excuses for limiting user agency. I believe that it’s 
only by playing with knobs that people gain an understanding of what 
a knob does, what a knob means, and what settings work best for them.

By experimenting with the settings of the knobs, you can build a men-
tal model of how the refinery works. If one of the knobs varies the weight 
given to recent data relative to older data, you could turn it back and 
forth to see how this affects the information being surfaced. Plus, a knob 
is a far more dynamic tool for understanding a refinery than the on/off 
switch of the FeedVis program developed at the University of Illinois to 
allow users to gain an understanding of the Facebook Feed.

Travel search site Hipmunk’s “agony” function ranks flights by analyz-
ing a combination of price, number of stops, and travel time. While the 
availability of this knob is a step in the right direction, users who do not 
quite like the results sorted by agony have to resort to sorting flights solely 
by price, duration, or take-off or landing time, or try filtering out specific 
airlines or travel arrangements—like having two or more stops—that 
they know they are not interested in. Wouldn’t it be more efficient for ev-
eryone if users could experiment with the weights put on each ingredient 
in the agony equation? The next step is to let users apply different weights 
to each term in the agony function. This would be in Hipmunk’s inter-
ests, too. If a user’s weights don’t match with Hipmunk’s, the company’s 
innovative options for comparing flights—clustering similar itineraries 
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together so that customers aren’t overwhelmed by choices that are basi-
cally equivalent, and placing results on a timeline that visually commu-
nicates time in flight, features on the flight, such as wifi, and time during 
layovers—will not provide as much benefit to them. Let users experi-
ment with the settings and find the flights they really prefer.

Or consider the sort of data collected at Amazon. The company has a 
record of every purchase you have made, and where you had it shipped. 
In addition to using click and purchase data to make personalized recom-
mendations for you, Amazon could analyze how far away you live from 
others who have previously considered the item. You might want to get 
recommendations based on items purchased more frequently by people 
in your city, county, or state, especially if you are looking for a product 
that meets the requirement for a local area—like a low-water-use version 
of a device if you live in drought-plagued California.25 Amazon collects 
other categories of data that might be worth playing with, including the 
type of device used when browsing. If you’re on a mobile phone, you may 
find what you are looking for faster if you are able to increase the weight 
put on products that have been ordered from phones rather than from 
PCs. This might require joining the device fingerprint to some contex-
tual data—for example, observing that you are currently connecting to 
the internet through in-flight wifi.

Refineries might argue that exposing their knobs, including their cor-
responding default settings, will reduce their competitive advantage. In-
deed, some organizations may resist giving users the right to experiment 
with the knobs that control the rankings and recommendations offered 
to them because portions of their business are based on withholding in-
formation. A few years ago, a twenty-two-year-old entrepreneur named 
Aktarer Zaman set up Skiplagged, a flight search site that uncovered 
cheaper fares between two cities than the airlines’ published prices. The 
site took advantage of the fact that airlines sometimes discount multi-leg 
flights that include a hub that is a popular destination in its own right. 
For instance, I might want to fly from San Francisco to Denver on a 
particular day, and the cheapest fare I can find is $750. The same airline 
might be offering a flight on the same day from San Francisco to Phoenix 
via Denver for $500—and in fact, the first leg is exactly the same flight. 
I’m being charged a 50 percent premium for traveling six hundred miles 
less, because there’s less demand for a flight to Phoenix than there is for 
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a flight to Denver. Zaman called this “hidden city” ticketing. United 
Airlines sued Skiplagged for “unfair competition,” when all Zaman had 
done was make this by-product of the airlines’ yield management systems 
transparent to customers.26 Having access to the knobs—not just to the 
data—will allow us to explore and expose similar situations where the 
interests of a refinery may not be aligned with our own interests.

Most important, as we gain the tools to experiment with refineries’ 
settings and see how outputs change, we will gain knowledge of personal 
preference functions: how we feel when we consider different possible 
outcomes, and how this influences and improves our decision-making. 
As psychologists Daniel Kahneman and the late Amos Tversky showed 
in their landmark studies of decision-making under uncertainty, people 
often fall back on heuristics, or simple mental rules, to find satisfactory 
solutions to a problem when there are just too many variables to effi-
ciently identify the optimal option. Originally, Danny and Amos noted 
three common heuristics: availability, the ease with which an idea or 
thing comes to mind; representativeness, the desire to give more weight 
to something that seems more typical of a category; and anchoring, the 
tendency to judge things in relation to a baseline.27 Since their seminal 
paper, published about half a century ago, a whole cottage industry has 
sprung up, with hundreds of variations on the theme of heuristics. How-
ever, only through experimentation can we gain a better sense for how 
these heuristics affect us—and with today’s refineries we can explore our 
assumptions about our current situation and preferences, and what we 
might face in the future by turning the refineries’ knobs.

Here’s a practical example. It’s tough to advise a person about how 
much money he needs to save for a comfortable retirement because so 
many uncertain variables enter into the calculation. How strong will the 
economy be in five or ten years? How much will energy prices increase, 
and what sources of energy will be available? What level of health care 
will the person need for a condition that may not yet be diagnosed? 
All of these factors will affect the future retiree, but he has very little 
information about them. Even if an oracle gave him all the answers, he 
would not have much influence over them. But what he can do is run 
different scenarios, watching how the distribution of possible outcomes 
shifts based on the decisions that he actually has some control over. Play-
ing with the parameters of the model, such as economic conditions and 
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portfolio allocations, lets him see how the probabilities of various out-
comes change, as well, potentially making him more comfortable choos-
ing an option far from his initial anchor. We need to ask the refineries to 
create and share tools for such “what-if ” analyses.

What-if analyses are useful in many areas of life. Imagine you are a 
high school senior staring at acceptance letters from, say, Harvard and 
Stanford. How do you decide which to pick? In 2014, LinkedIn launched 
its University Pages service, which analyzes the massive database of re-
sumés on the site, to see where graduates of a university go to work and 
what their career paths are. This refined data can help guide a what-if 
decision-making process focused both on the initial settings (which uni-
versity to consider) and on the outcomes (what career is probable). If a 
student has a career goal in mind—working at Google, McKinsey, Mon-
santo, or the World Wildlife Fund after graduation—she can look up 
whether graduates of the university have an unusually high probability of 
working for a particular employer. She can see which universities are top 
feeder schools for specific industries, including intriguing subfields such 
as NGO management consulting, TV screenwriting, or ceramic engi-
neering. She can experiment with filters, drilling down from an academic 
major to discover specialties that might be an especially good fit if she 
wants to increase her chances of landing a job with a certain employer.28

As with so many decisions, retirement planning and college choices 
require trade-offs. Often, however, people do not know how much they 
want something until they’re forced to give it up. It’s in seeing trade-offs 
that we come to understand what outcomes are less or more desirable to 
us. By experimenting with the knobs, people are in better position to un-
derstand their trade-offs in advance. The right to experiment opens new 
vistas for informing—and understanding—our decisions.

The Right to Port Your Data

As with the rights to amend, blur, or experiment, the right to port data is 
focused on increasing agency. In the previous chapter, I argued that the 
right to access data is about more than seeing your bits and bytes; it is 
the right to see those data in a way that makes sense to and for you—for 
instance, in comparison to aggregates and benchmarks. For meaningful 
transparency, you have to be able to interpret your data. Under the right 
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to access, you could request a copy of your data from a refinery,29 but in 
most cases, you would not be able to do much with it unless you had 
another refinery at your disposal. For meaningful agency, you need to be 
able to use your data freely—to whatever scope you like, and with any 
recipient of your choosing. This is the fundamental purpose of the right 
to port.

When a physical thing is exported or imported, it must moved from 
its place of origin to its destination. When data are ported, the data con-
tinue to exist where they were created. Take the familiar situation of a 
student who wants to share her undergraduate grades with several gradu-
ate school programs or potential employers. There’s no question that the 
record of her grades will remain at her college after her transcript is sent 
out. Yet even this simple example draws attention to the complications 
inherent in porting data for use elsewhere. First, the recipients need to be 
able to verify that the transcript has come from the student’s university, 
and that it hasn’t been tampered with. Further, the student might want 
to ensure that the transcript is sent only to places of her choosing. She 
can think about her grades and decide whether or not it is in her inter-
est to release her college record to each recipient. That way, she can also 
put any poor grades in context in a letter or interview—an amendment 
to the record. Posting the transcript for anyone to see, or sending it to 
anyone who requests a copy, diminishes the student’s influence over the 
data-review process.

For a long time, this process has been done manually, with students 
getting transcripts in sealed envelopes and sending them out to their 
chosen recipients. For this task, the manual system works, because the 
scale of data was relatively small; about a million students newly enroll in 
graduate programs each year, and request a small amount of data created 
over a fairly long period—the summary of a college career of work in 
four years of grades—to be shared with a handful of recipients.

Porting on the scale of the data created by a billion people through the 
mere click of a button or swipe of a screen requires a more sophisticated 
technological solution. In addition, when one of the main functions of a 
refinery is to analyze and summarize reputation, it has to be very careful 
if it allows people to introduce data whose provenance is unknown. A 
ratings and review system, like the ones developed at eBay or Amazon, 
would be vulnerable to fraudsters importing cooked-up data indicating 
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that they have a stellar track record with customers at another site. If 
users could no longer trust the reputation data at the refinery, trust in the 
refinery, and the entire ecosystem, would be at risk. Ported data has to be 
authenticated and verified to be functional.

Verification could be accomplished using encryption keys, which are 
already used by many people to lock and unlock electronic communica-
tions. You get a pair of keys that are used in tandem: a private key that 
is not shared with anyone and a public key that is posted for anyone to 
see. Let’s say you want to send a message to someone, and the recipient 
needs some assurance that the data actually came from you. You would 
encrypt your data with your private key and the recipient would be able 
to verify that the data came from you by applying your public key to it 
and unlocking messages that make sense.

The same tactic of matching keys also solves another problem, the 
situation where you want to send a message to someone but ensure that 
no one else can read it. You would encrypt your data with the recipient’s 
public key, and after that, only a person who knew the recipient’s private 
key could decrypt or unlock the message.

It is also possible to combine both approaches, verifying the sender’s 
identity and restricting who can read the message. Encryption should be 
used for any ported data.

Just as college transcripts can be printed and sent individually, port-
ing could be done individually, by sending individual emails. But while 
the print-and-send process is perfectly fine for college transcripts, it does 
not scale. Verified data must also be transmitted in a format that can 
be plugged directly into a recipient refinery. Thankfully, a protocol for 
such data sharing already exists: an application programming interface, 
or API. APIs allow developers to access a refinery’s data in an automatic 
fashion, without having to submit a series of queries to the refinery and 
translate each of the results one by one. APIs allow travel search sites like 
Hipmunk to access the flight and fare information of dozens of airlines 
within seconds. APIs let developers create new products and services that 
require combining data from multiple sources.

When an API “call” is made to a refinery, the data are a snapshot 
for that specific moment in time. When you do a travel search at Hip-
munk, for instance, the site doesn’t continuously re-rank your results 
in real time as the airlines sell seats and change fares. You understand 

9780465044696-text.indd   193 11/18/16   1:21 PM



194	 DATA FOR THE PEOPLE

that an available seat might disappear while you are evaluating your 
options, and if the search results were constantly shifting before your 
eyes as new data were shared and analyzed, it might prove hard to make 
a booking decision, since you may be forced to constantly reconsider 
your options. 

Together, these tools help to ensure that data are not locked inside 
a refinery. You get more value out of your data if you can combine, 
compare, and contrast them with data from other sources. That’s espe-
cially true when you consider that some of the most important social 
data being created involve trustworthiness and reputation. Ride-sharing 
platforms such as Uber and Lyft rely on user ratings and reviews to 
build confidence in their services. Reviews and ratings serve to “vet” 
both drivers and riders. The average rating of the driver is a key metric 
for assessing the quality of customer service. In 2015, if an Uber driver’s 
average rating fell below 4.6 on a scale of 5, he was at risk of having 
his account suspended.30 Another important metric is the driver’s ac-
ceptance rate. Each ride request gets sent sequentially to one driver at 
a time based on the best match of location, and each driver gets about 
fifteen seconds to accept the hail. If he does not accept within this brief 
window, the ride is offered to the next match in the system. If his rate 
of accepting hails falls below 80 or 90 percent, he receives a warning; 
after too many warnings, he will be temporarily locked out of the app. 
If he rejects three hails in row, the app will stop sending him matches 
for about ten minutes, because it infers that the driver isn’t available, 
and if he is matched with a hail, the requesting passenger will just end 
up waiting longer for a ride. Finally, if a driver tries to game the rules by 
accepting all hails sent to him and then canceling them, it is even worse: 
he is at risk of having his account suspended.31

The ride-sharing platforms also offer incentives to drivers to work 
based on their data analyses. During periods of peak demand, the plat-
forms want to have as many drivers available as possible to avoid long 
wait times for pickups, so they have created incentives for drivers to 
spend as much time as possible working on one platform. Lyft has tried 
to make its platform more attractive by taking no commission on rides 
after a driver completed sixty rides per week while also accepting at least 
90 percent of the rides matched to him.32 Likewise, to qualify for Uber’s 
guaranteed hourly earnings scheme in 2015, a driver had to not only 

9780465044696-text.indd   194 11/18/16   1:21 PM



	 Taking the Control(s)� 195

accept above 80 or 90 percent (depending on the city) of rides offered 
to him; he had to be online with the platform for at least fifty minutes 
of the qualifying hour—usually during peak hours like rush hour and 
late nights on weekends—and complete at least one trip per hour.33 So 
although Uber does not prohibit the driver from being available on an-
other platform, these rules effectively mean that he would lose his guar-
anteed income on Uber if he was.

Such compensation schemes make worker lock-in a real issue. As a 
driver builds up a great reputation on one platform, he has to make a 
choice: Does he keep using that platform, or does he try out a compet-
itor, which requires building his reputation from scratch? If his repu-
tational data are locked in to one platform, his ability to find work is 
increasingly locked in to the platform, too.

The right to port challenges this status quo, shifting power from the 
organization to the individual. Albert Wenger of Union Square Ventures 
has argued that workers in the on-demand economy—including driv-
ers for Uber, Lyft, and other ride-sharing companies—should have the 
“right to an API key,” a token that provides permission to access a desig-
nated portion of a user’s data through an API.34 The goal is to level the 
playing field of information as users bargain with refineries over what 
data they give for what they get. Users can move their information to 
new “marketplaces”—perhaps to a site developed for drivers who are so 
highly rated that the ride-sharing companies are willing to pay a pre-
mium to have them on their platform. Being able to copy reputational, 
transactional, and other data from one company to another will improve 
all on-demand workers’ ability to negotiate their terms.35 The right to 
port data can ensure that reputation travels with people, just as it does in 
the physical world.

In addition, the right to port forces companies to focus on creating 
better products and services rather than just hoarding data. It is now 
apparent, if we look back over the first twenty years of customer-facing 
companies on the web, that those companies which relentlessly focused 
on collecting more and better data tended to be more successful than 
those focused on developing better algorithms. Data trump algorithms. 
Indeed, companies that want to improve personalization have an in-
centive to accept ported data, since adding and joining data from other 
sources often improves the quality of personalization.
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However, data must flow in both directions—out and in—for the right 
to port to benefit individuals. Users will have to make a stand, taking 
their data to refineries that allow portability. They will have to demand 
portability from the big, early data players—the Googles, Facebooks, and 
Amazons—which have an intrinsic advantage over newer companies that 
are just starting to collect data. From a user perspective, the right to port 
ensures that your data are not held hostage to a specific refinery, letting 
you explore what another refinery might make of them.

For a thousand years people fought for the right to move their bodies 
freely. We now must fight for the right to move our data freely. In the 
social data revolution, mobility is key to agency.

Influencing the Machines

The four agency rights invite users to be in charge of their data and the 
settings that affect the refineries’ outputs, rather than turning to “the 
authorities” to regulate exactly how, when, and where people’s data can 
be used. However, it is important to be clear about what humans do 
well compared to what machines do well. I believe we should let people 
do what people are good at, computers do what computers are good at, 
and not confuse the two. Learning what to control and what to let the 
machine control comes through experience.

To see what I mean, consider one of the first examples of a technolog-
ical development that required people to relinquish some of their control 
to a machine. In the 1960s, several big automakers and engineering com-
panies looked into the possibility of an antilock braking system (ABS) for 
cars.36 Similar systems in planes—where a pilot’s braking mistake could 
affect hundreds of lives, and airlines were eager to reduce the chance of 
an accident—had already made aviation safer. However, car sales reps, 
engaged customers, and even some industry experts were incredulous: 
Customers will never let a few transistors make a life-or-death decision about 
how to handle a car in a skid, they proclaimed. In 1978, parts-maker 
Bosch manufactured the first standard-feature ABS for the top-of-the-
line models of Mercedes-Benz and BMW.37 Time after time, safety tests 
showed that the computer was both more reliable and more precise at 
controlling brakes during a skid, while people were better at controlling 
the direction of the car. Combined, the two systems—machine and 
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human—made driving safer. Based on decades of evidence, governments 
determined that not having ABS installed in cars was unsafe for drivers.38 
A sign flip had occurred. Today, every new car in the United States and 
European Union has ABS.

Since the development of ABS, we’ve grown very comfortable delegat-
ing quite a few driving tasks to cars’ onboard computers. However, we 
haven’t handed all decisions over to the machine—only the ones where 
a computer can do a better job than a human can. Think about “cruise 
control.” Early cruise control systems allowed a driver to maintain a car’s 
speed without having to adjust the pressure applied to the accelerator 
pedal. The computer didn’t take in any data related to the surround-
ing environment and wasn’t set up to make changes to the speed. Such 
changes were solely the driver’s decision, based on her assessment of local 
regulations and road conditions.

More modern “adaptive” cruise control systems have evolved to give 
the computer a role in analyzing the environment. Some systems warn 
the driver, or override the speed setting, based on incoming sensor data; 
for instance, the speed will be reduced if another car or obstacle is de-
tected to be too close to the front of the car. This ensures that the car 
begins to slow at a prescribed “safe” distance, rather than depending on 
the driver to be alert to the need to turn off cruise control before there’s 
an immediate hazard. In traffic sign recognition and alert systems, BMW, 
Mercedes-Benz, and other car manufacturers combine inputs from in-
frared distance sensors and a windshield-mounted camera that are pro-
cessed by image recognition software and, in some cases, compared to 
a geolocation-tagged database of statutory speed limits. The next stage 
in dividing the labor of driving between humans and computers is au-
tomatic emergency braking (AEB) systems.39 In early studies, AEB has 
been shown to reduce the incidence of rear-end crashes by nearly half; a 
front-collision warning system—which alerts the driver but doesn’t en-
gage the brakes—reduces them by about a quarter.40 Still newer tech-
nologies allow car computers to communicate directly with each other, 
exchanging information about each car’s location, velocity, and direction 
of travel, as well as about its “intent”—the car’s goals, whether to travel 
at a target speed, change lanes, or find a parking spot—before another 
driver observes or infers them. Each of these driving innovations is a 
milestone on our journey toward self-driving cars.

9780465044696-text.indd   197 11/18/16   1:21 PM



198	 DATA FOR THE PEOPLE

Today, computers have responsibility for many aspects of driving 
safety. But would you want to be at the wheel of a car in which the auto
matic cruise control could automatically increase the speed of the car 
because the sensors indicate it’s safe to drive faster than the speed you’ve 
set? A computer can discover our preferences and adjust the correspond-
ing parameters, but we need to set the weights we put on the possible 
consequences of our decisions. This will become ever more important as 
social data gets fully integrated into commerce, finance, employment, 
education, health care, and governance. By demanding tools for making 
refineries transparent and exercising user agency, we maintain control of 
what matters: seeing how data shapes our decisions, while always retain-
ing the power to make those decisions ourselves.
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RIGHTS INTO REALITIES

Applying the Power of Transparency and Agency
How Will We Experience Data for the People in Our Lives?

The best way to predict the future is to invent it.1

ALAN KAY

IT’S ALL WELL AND GOOD to talk about rights, but they’re meaningless if 
their existence has no effect on our daily lives. We face big questions about 
the possible and acceptable uses of data. What types of data should re-
tailers be permitted to use when offering you a personalized deal? Should 
lenders be permitted to see your Facebook friends before deciding if they 
should give you a loan, or would that be the twenty-first-century ver-
sion of “redlining,” of treating applicants differently based on where they 
live? How can you know that fitness data provided to an employer-based 
healthcare provider will not get analyzed as part of other decisions re-
garding you and your job? As extensive data are collected about students, 
can we optimize the design of classrooms to actually ensure that no child 
is “left behind”? Sharing data lets us make better decisions, and make de-
cisions more intelligently, but we should constantly strive to understand 
the potential upsides and downsides of sharing data, and how to take 
advantage of our transparency and agency rights.

Buying on Your Own Terms

When people shop, they usually compare prices, product specifications, 
ratings, and reviews for the goods and services they are considering. 
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Social data have significantly reduced traditional information asymme-
tries, but being transparent about customer purchasing patterns can also 
improve how people make purchasing decisions. At Amazon, we wanted 
to know which type of data most helped people decide which product to 
buy: browsing data (“Customers who viewed this item also viewed . . . ”), 
purchasing data (“Customers who bought this item also bought . . . ”), or 
a combination of the two (“Customers who viewed this item eventually 
bought . . . ”). We found that customer satisfaction increased when peo-
ple had more data about the relationship between clicks and the eventual 
purchases of others.

Sensor data will help companies to become more transparent about 
products. For several years, New Zealand–based Icebreaker assigned a 
unique alphanumeric string to every piece of clothing it makes. By enter-
ing the “Baacode” on the company website, customers could see infor-
mation about the specific sheep station at which the wool fibers in their 
garment were shorn.2 When I looked up my sweater, I learned that the 
wool originated at the Branch Creek Station, where Ray Anderson keeps 
nine thousand sheep on more than sixteen thousand acres. The station 
has been in the Anderson family since Ray’s grandfather returned home 
after service in World War I.

Getting an introduction to the source of my clothing was warm and 
fuzzy marketing, but the Baacode served another purpose: it allowed 
Icebreaker to track where fakes and clones of its brand were showing 
up around the globe. Once fraudsters figured out that customers were 
looking for the Baacode, the fakes started getting a similar type of code 
so they would appear legitimate. However, if a Baacode entered on the 
website turned out to be a duplicate or unassigned, the data scientists 
at Icebreaker got down to some detective work, trying to map possi-
ble sources for the counterfeit goods so that the company could contact 
vulnerable suppliers and retailers about the problem. In the past, fakes 
needed to be as similar to a branded product as possible to ensure they 
weren’t spotted; now, being too similar increases the likelihood that they 
will be discovered.3

I expect that in the future, many products—as well as product compo-
nents—will come with unique identifiers, whether individual barcodes, 
QR codes, or RFID tags. A number of companies are exploring ways 
to track items, starting from the earliest stages of manufacturing; food 
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packaging can also be tagged. QR codes, which can be scanned with a 
camera phone, are being used to track freshly caught fish from the pier to 
a wholesale market, allowing chefs to support local fishermen.4 They have 
also been trialed as a way to confirm that the medications in a bottle at 
a drugstore match the ones the pharmaceutical company says should be 
in it—an effort to combat fraud.5 Further, identifier data can be joined 
with data from sensors placed at each stage of the process. This would 
allow customers to confirm that food or pharmaceutical products have 
consistently been kept at safe temperatures. Customers might choose to 
buy products only from those companies that share explicit information 
about where their components came from and how they were assembled. 
One company, Applied DNA Sciences, is selling a liquid form of DNA, 
extracted from plants and reassembled into a unique genetic string, that 
can be applied to the surface of items and registered in a central data-
base. If a stolen item is recovered by law enforcement officials, a chemical 
test will detect the unique DNA and provide a pointer to the legitimate 
owner. Because the amount of DNA is so minute, the technology is also 
being tested for use against counterfeit medicines.6

Customers will increasingly have a choice between buying trace-
able products from transparent companies and buying products with 
an inscrutable history. Transparency has its price—but so does a lack 
of transparency. Whether or not a product is subject to regulation by 
a government body, you ought to have access to information about the 
item, such as the origin of its raw ingredients, the conditions on the 
production line, and its journey to the store shelf. Likewise, as you con-
sider sharing data about your purchase and use of a product—including 
registering your purchase to get a warranty—you should be able to see 
how the company might use those data. You may consider it a fair deal 
if you are informed of product defects or recalls, or if the company will 
help you find the product in the event that it is lost or stolen.7 You may 
also feel okay about the transaction if the company promises that you’ll 
only get recommendations for products of genuine interest to you, rather 
than those being pushed by the marketing team. You may not like the 
deal if the data are mainly used to send you irrelevant ads, let alone sold 
to others to target you.

Adding visibility into the lifecycle of products—before purchase, at 
purchase, during use, and after use—can change consumption patterns. 
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If companies enabled unique identifiers to track products throughout 
their use, they could reward customers who allowed such tracking by 
suggesting products that are a better fit for their patterns of use or re-
warding people who recycle them. MIT’s Trash Track project developed 
tags, made out of mobile phones with limited functionality, that were 
attached to trash to see how much ended up at a recycling center ver-
sus a landfill. The phones were programmed to “wake up” a few times 
each day, detect the current location, and text the information to the 
researchers’ central server.8 One of the project’s goals was to understand 
how fines and subsidies changed the rate of recycling in a community. 
Another goal was to increase recycling rates simply by making people’s 
trash more visible.

Phone data could be used in other novel ways. As noted in previous 
chapters, your phone company necessarily knows where you have been 
and whom you have called. Sometimes, under the auspices of trying to 
save you money, a telco will suggest a different plan based on your call-
ing, texting, and data usage patterns, but that’s the extent of what you get 
for your data. Yet telcos could create quite useful services from these data.

Taking a page from Alex Algard’s company Hiya (formerly Whitepages 
Caller ID) and spam filters, telcos could tell you when an incoming call is 
likely coming from a telemarketer or scammer. Like Skydeck, they could 
offer a “friend relationship management” service that warns you when 
you are at risk of falling out of touch with someone based on an analysis 
of your calling patterns. Telcos could even provide health alerts based on 
phone use. If a person is suffering an acute episode of clinical depression, 
his mobile phone use changes, as do his movements, captured through 
his phone’s location: he visits fewer places, leaves for work and other 
regular activities on an irregular schedule, and spends more time on his 
phone, but not making calls.9 He could ask to receive a notice when 
such patterns emerge, to help him be more aware of his mental state, 
or ask that a trusted friend or doctor gets a message to check in on him. 
The return-on-data score could help spur innovation in these areas and 
others. Reflecting the extra value they deliver to their customers, telcos 
that provide these new types of services would get higher return-on-data 
scores compared to those that stick to mundane phone services.

These examples demonstrate how the rights to access and inspect will 
help customers make better decisions. Yet customers will get even more 
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power when they are granted the rights to amend and port data, because 
these rights also present opportunities to find better matches, including 
the ability to negotiate personalized terms of purchase. To see how this 
might work, let’s look at air travel.

For decades, customers had very little access to information about how 
airfares were set. The price, dates, flight numbers, and other details were 
fixed; a paper ticket and flight coupons were printed; and a flight coupon 
was handed over to the gate agent to get on each plane. Once the ticket 
was issued, changing it was time-consuming and often expensive.

Airline scheduling and revenue management today are handled digi-
tally, and almost all tickets are issued electronically, too. Since the advent 
of online travel refineries such as Skyscanner, Kayak, and Hipmunk,10 
customers have come to expect that they will be able to compare the 
price of tickets across airlines and routes, see how fares have changed, and 
get predictions of how they might change in the near future. They can 
sort through the thousands of flights available, experimenting with put-
ting more or less weight on other aspects of travel, such as the length or 
duration of a flight, with Hipmunk’s agony function or similar services. 
Airlines have even found a way to take advantage of travelers’ anxiety 
over changing prices: you can pay a fee to hold a fare for a few days. Still, 
all the various ranking options come down to finding the ticket that is 
the best fit for you at the time of purchase. Given that airline tickets are 
no longer printed on paper but take the form of electronic bits, we no 
longer need to freeze the terms of purchase.

The right to amend could be the foundation for a new model for buy-
ing and selling air travel. Imagine that you could amend your ticket with 
information about the flexibility of your travel plans. Say you have bought 
a $350 ticket for the first flight of the day between Boston and San Fran-
cisco, departing at 6 a.m., but you are actually quite flexible that day. 
You amend your ticket to let the airline know that you would be willing 
to take any later flight if you get $200 cash back. A few weeks later, an-
other traveler goes online to make a reservation. She would love to be on 
that early flight since it would allow her to see a friend in San Francisco 
before the business lunch she needs to attend, but at that point, both the 
6 a.m. and 7 a.m. flights are sold out. All she can do is buy a ticket for a 
later flight and amend it by stating she would be willing to pay an extra 
$300 to get on the 6 a.m. departure. Once the airline’s system detected 
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the match, the airline would assign your seat to her, collect her extra 
$300, put you on the later flight, and send you $200 while keeping the 
remaining $100 as additional revenue. Amendments to tickets you’ve 
purchased would have to be as legally binding as the tickets themselves. 
In some cases, you would also need to specify the terms of how and when 
an amendment might be used.

Data rights would also affect the balance of power between customers 
and airlines when it comes to frequent flyer programs. Too many of these 
loyalty programs are engineered to lock customers into a specific airline 
or alliance.

For example, because you live in Dallas, one of American’s hubs, you 
might fly American a lot, and let’s say you’ve reached gold status in its fre-
quent flyer program. You then move to Houston, a United Airlines’ hub. 
Your status on American—including possible access to airport lounges, 
priority check-in, as well as free upgrades and other privileges—doesn’t 
do you much good when taking United. If you could port your Ameri-
can Airlines status level, its expiration date, and potentially your entire 
flight history to United, then United might choose to match the benefits 
you have on American in hopes of gaining your business.11

Make no mistake, our transparency and agency rights are not just a 
way to make customers feel better about the data they share with com-
panies. They represent a fundamental shift in mindset, turning customer 
relationship management inside out.12 Companies stand to benefit from 
thinking creatively about how to deliver new products and services to 
customers on more flexible terms, but most important, data for the peo-
ple shifts power into the hands of customers.

The Future of Finance

Exercising our social data rights will change not only the way we spend 
our money but also how we manage it. In the past, the loan officer in a 
small town often knew everyone’s business, George Bailey–style. Today, 
you’re likely to be asking a too-big-to-fail multinational to judge your 
creditworthiness. When you apply for a loan, you might not want the 
loan officer to check your detailed transaction history or your Facebook 
Timeline to find out what you’ve been up to. However, with the plethora 
of data available, some of these data may in the future be helpful to you 
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when you apply to a bank for credit. The decision of what data you want 
your bank to see (and not see) will be up to you—though if you choose 
not to share some data that the bank considers necessary, you’ll have to 
live with the result. Regardless, sharing many kinds of personal data will 
be particularly important for people who have very little credit history—
for instance, when they are just out of school.

Consider the situation of recent college grad Miguel, who really 
needed a new mattress to support his bad back. Miguel didn’t have hun-
dreds of dollars at his disposal. His credit card was maxed out, and he 
was pretty sure that paying the over-limit penalty interest rate of 39.9 
percent wasn’t going to help him get a good night’s sleep. So when it was 
time to check out at Casper.com, an online mattress retailer, he opted to 
“Pay with Affirm,” a short-term credit option developed by the fintech 
start-up Affirm. He was instantly shown how much he would pay each 
month on a three-, six-, or twelve-month schedule. As soon as Miguel 
picked a plan and made his first payment to Affirm, Casper Sleep got 
paid in full and the mattress was shipped to him—no more layaway and 
no monthly interest to worry about.

Affirm CEO Max Levchin co-founded PayPal and was its chief tech-
nology officer. With Affirm he aspires to reinvent consumer credit much 
like PayPal reinvented online payments. He believes that social data can 
give more people access to credit. To do a better job of estimating credit 
risk for people with scant financial history, his company draws on far 
more than the five categories of information used to come up with Mi-
guel’s FICO score. Among the data analyzed are web browsing behav-
ior, activity on Facebook and Twitter, frequency of mobile phone calls 
and text messages, and even the operating system of the mobile phone.13 
Affirm also looks to see if the applicant has been active in an online 
community such as GitHub, where software developers share their code 
and collaborate with others. Contributors to the site generally have an 
authenticated identity and reputation feedback on their work. For some 
applicants, Affirm will ask for temporary read access to a checking ac-
count in order to analyze purchasing and income patterns.14

Other fintech start-ups serve “underbanked” customers. Upstart has 
focused on offering credit to people in their twenties and thirties who 
want to refinance credit-card debt. The company does not rely solely on 
an assessment of current income and expenses, instead examining the 
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university you attended, your major, the classes you took, the grades you 
got, and your SAT scores to predict your salary growth over the next sev-
eral years and figure out the likelihood that you will repay its loan.15 Sim-
ilarly, ZestFinance has claimed that it collects thousands of data points to 
determine when to extend credit to poor people and those without bank 
accounts. Among other things, the data scientists have found that people 
who use only capital letters, rather than using both upper and lower case, 
on their loan application forms are less likely to repay a loan.16

In each of these cases, fintech companies are using social data to deter-
mine whether they should make loans to people with poor credit scores 
or limited credit history. In China, where one in five adults had a credit 
score as of 2015, social data are playing a key role in the creation of the 
consumer credit sector.17

Until quite recently, most Chinese citizens had to turn to friends and 
family when they needed to raise extra cash. In 2016, around 200 mil-
lion new credit-card applications were completed. The approval rate for 
applicants is around 30 percent, not only because people lack or have bad 
credit history but also because the central government limits the amount 
of credit each bank can extend.18

One credit rating license that Beijing granted went to Sesame Credit, 
the pilot project being developed by Alibaba. More than 650 million peo-
ple use Alibaba’s e-commerce site each year, which gives Sesame Credit 
access to a wealth of transaction and communication data. For example, 
through its payment system, Alipay, Alibaba reportedly handled $14 bil-
lion in gross sales on November 11, 2015—Singles Day, or 11/11, a “fes-
tival of shopping” for single adults popularized by Alibaba—making it 
the biggest shopping day in history so far. Nearly 70 percent of the sales 
were conducted via smartphone,19 and Alibaba could look at geolocation 
data recorded by the Alipay app to identify where shoppers spent the day. 
When people share a meal, the Alipay mobile app has a payment option 
to “go Dutch” on the bill. This gives Alibaba real-world information not 
only about where people are eating but also with whom they are eating, 
in calculating Sesame Credit scores.

As more transaction and social graph data become more important in 
the decision of whether to approve or reject a credit application, people 
will need to have access to these data as well. You should be able to see an 
analysis of the data sources and how they affect your credit score, much 
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like FICO tells you what percentage of its score is based on whether you 
pay your bills on time. How much weight is put on a semantic analysis 
of your tweets, which could reveal that you are worried about losing 
your job? Are your location data considered, to see where you spend 
your time, noting with approval that you clock long hours at the of-
fice—or with concern, too many nights at your local bar? Is the refinery 
analyzing your social graph for indications that some of your friends 
are a credit risk, akin to how Allstate flagged claims for investigation in 
cases where some of your friends may have filed false claims themselves? 
If connections with certain people are making lenders turn down your 
loan application, you should have a right to know which ones they were. 
Just as Facebook should show you the photos that it thinks you’re in, the 
bank should show you the data that it uses to make a credit decision.

Once you’ve reviewed the data, you can decide whether to change your 
behavior or change your data, by amending or blurring them. You could 
amend data with additional context, as you might in order to explain 
a bad grade on your college transcript, or, in past decades, to explain a 
missed payment in an interview with the loan officer at your local Build-
ing & Loan. After seeing the effect of each person in your social graph on 
your application’s chances, you might decide to unfriend a person who 
is dragging down your social data credit score, much like a person might 
sever ties with a disreputable character in town. This can get complicated 
if a data refinery considers the reputation of friends of friends of friends, 
the use case mentioned in Facebook’s patent for using social graph data 
in a variety of sectors, including finance.20 You might agree to let a finan-
cial institution review your Facebook social graph for your loan applica-
tion, but only if you have the right to blur the resolution of your friends.

In some circumstances, your social network might make it easier to get 
a loan, because your friends are responsible debt payers or because, à la 
Friendsurance, they are willing to effectively “co-sign” a certain amount 
of your loan. Exercising your right to experiment with your social graph 
will give you a good sense for which of your data you want to port to a 
potential lender.

Porting data is not only important when you need to borrow money. 
When you want to invest your money, porting data can level the play-
ing field for you. One pioneer in the investment sector is SigFig Wealth 
Management, founded by Mike Sha, who was in charge of payment 
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products at Amazon when I was there. After he left Amazon, Mike 
wanted to see how investment decisions might be improved by bringing 
together and analyzing the data that individual investors had access to 
across brokerages.21

Not so long ago, financial brokers were trusted and respected for their 
advice. Brokers would sit down with their clients and try to understand 
their long-term financial goals, and suggest an investment portfolio to 
them. The fees charged for these services were rarely broken out, so cus-
tomers had very little leverage to negotiate. It was clear to Mike that 
brokerages were unlikely to disclose more than the law required. “It’s 
not like you can try calling them and ask them what they charge,” Mike 
told Business Insider. “We’ve talked to people who work with brokers or 
advisers and they have no idea what the fee structure is in other firms.”22 
Data about the performance of individual brokers was particularly hard 
to come by. It often seemed that financial advisers were experts in the art 
of smoke and mirrors, not the magic of transparency. How, then, could 
retail investors ever hope to get access to the information they needed to 
make good investment decisions? Mike’s idea was to apply the principle 
of “give to get” to this problem.

He asked customers to give SigFig read-only access to all of their ac-
counts in exchange for unbiased investment analysis and an assessment 
of their financial position. The algorithms detect inefficiencies and sug-
gest ways to improve investment mix. SigFig even works with brokerages 
that don’t support data portability, by simulating the user logging in to 
her account and screen-scraping the data—with the user’s permission, of 
course. This can be viewed as porting data without the collaboration of 
the brokerage, yet it’s just as powerful. More than 800,000 customers at 
over 100 financial institutions have already given SigFig access their ac-
counts, totaling more than $350 billion.23 This amount of data allows the 
company to deliver an unprecedented level of transparency to its users, 
more than any brokerage could or would do on its own. SigFig calculated 
how much investors were actually paying in fees and shared this infor-
mation with them. It also analyzed the performance of each individual’s 
portfolio and compared it to exchange-traded funds (ETFs) and other 
low-cost alternatives. This information empowers customers to ask for a 
better deal or service from their brokerage, or switch to a competitor.24 
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SigFig and its customers helped force open brokerages by giving individ-
ual investors the means to port their data.

In China, too, customers are taking advantage of technological tools 
to create more transparency around financial decisions—including the 
process of applying for credit cards, which is complicated by the secrecy 
surrounding the amount of credit each bank has been given by the cen-
tral government. After working at FICO and Acxiom, Darwin Tu moved 
back to China to establish 51credit.com, which helps applicants navigate 
this opaque procedure. As with SigFig, people must give 51credit ac-
cess to their data—in this case, the information typically required for a 
credit-card application. By analyzing these data and comparing them to 
previously approved and rejected applications, 51credit can steer people 
to banks where they have the best chance of getting a card approved.25 
In effect, Darwin and his team “reverse-engineered” the decision-making 
process at the banks, creating transparency where none had existed.

If banks do not increase transparency and agency for customers, peo-
ple will seek out tools to pry them open.

Fair Employment Agency

While he was the chief information officer at investment bank Dresdner 
Kleinwort Wasserstein, J. P. Rangaswami came to a sobering realization: 
employee bickering was taking up far too much of his time.26 His email 
inbox was filled with complaints about other departments, managers, 
and team members. Some of the concerns were legitimate, but others 
seemed to be nothing but the typical office politics.

J. P. didn’t have time to sort through all this information and deter-
mine which emails needed his attention and which didn’t. As CIO he 
definitely could have set up some system on the company intranet that 
would let people rate each other’s credibility and contributions, but that 
might have a negative effect on morale. Instead, he had a much simpler 
idea: he gave all of his direct reports access to his inbox and outbox.27

J. P. noticed an immediate drop in the number of emails in which 
people complained about their colleagues. The move wasn’t universally 
popular, and some staff left the company in the months that followed. 
Knowing that others would read their emails changed how employees 
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behaved. Then J. P. got curious about what the people working for him 
were clicking on; he wanted to understand their thinking, or, in his 
words, “get inside their heads.”28 He discovered that people were much 
more interested in his outbox than his inbox—that is, what he was saying 
rather than what others were telling him.

J. P. did this in 2001, three years before Gmail and Facebook were 
launched, and more than a decade before the appearance of Slack, a work 
communication platform that makes every memo and message acces-
sible to everyone in the company.29 Powerful tools for amending data 
are needed to navigate the vast amount of information now accessible 
to employees. Threads and posts gain traction as people post their reac-
tions to them using a well-designed annotation system, including emoji, 
which are more expressive than up- and downvotes, or the even more 
simplistic like button. In the future, communication platforms like Slack 
could recommend a few emojis for employees to choose from based on a 
real-time semantic analysis of a draft post or on a camera-based emotion 
recognition of their facial expression.

Today, businesses can inexpensively measure employees’ output—
keystroke by keystroke, video frame by video frame—and analyze both 
their job satisfaction and performance. Assume a company has enrolled 
its employees in a sociometric badge–style program. Managers would 
be able to see how workers interact with each other and how produc-
tive they are in different environments; it may become accepted practice 
to have sensors monitor alertness, mood, even overnight sleep patterns. 
Access to these data might help employees decide when and where they 
should do certain types of work. The system could recommend what sort 
of project was the right match for a person’s current energy level. Then 
again, a manager could elect to pull an employee off of a big presentation 
based on that same data. To know if it’s worth it to you to participate in 
such a data collection and analysis program, you would need to be able 
to see the return-on-data score—calculated from your perspective as an 
employee, not the perspective of your manager.

As companies explore new data sources, workers should demand to 
see the equation their company uses to evaluate performance and de-
termine compensation, including a complete list of all the inputs and 
their weights. This transparency will give workers a better opportunity 
to align their time and effort with the company’s priorities. If a company 
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combines data from multiple sources—communication patterns in email 
and phone calls; sociometric badge readings; colleague evaluations, rat-
ings, and surveys; and others—it will be much harder for people to fake 
their accomplishments. Analysis of these inputs will let managers and 
workers alike see how ideas propagate through the organization, reveal-
ing informal expertise hubs as well as communication bottlenecks. Being 
able to access and port data may also make it easier for people to detect 
when managers’ actions differ from what the system suggested, high-
lighting possible biases and discrimination.

As employment data are shared with external data refineries, we will 
also gain a better understanding of economic trends affecting our careers. 
LinkedIn can characterize the health of specific companies and indus-
tries from the data shared by 400 million users. In one striking example, 
data scientists at LinkedIn noticed a lot of activity on the website on 
September 14, 2008—a Sunday. Given the highly unusual pattern for a 
weekend, they worried the site was being hacked. The security team was 
called in. After some investigation, they tracked down the source of the 
traffic: all of the requests were coming from Lehman Brothers employees, 
who were frantically reaching out to connections, updating resumés, and 
downloading contact information. LinkedIn’s team suspected the data 
meant that Lehman Brothers’ attempts to make a deal to avoid bank-
ruptcy had failed—news that was not yet publicly confirmed.

It’s a bad sign when employees are downloading all their contacts. An 
employee exodus is another bad sign. If a company consistently loses 
talent to its peers, its fortunes might not be as bright as those of its 
rivals. Such information is currently available only to corporate clients. 
For individuals, LinkedIn already shows the most popular employers 
for graduates of a particular university through University Pages, so it 
could go a step further and show the most popular employers among 
people who previously worked at a particular company, following the 
example of Amazon’s recommendations, by showing what percentage of 
people who previously worked at one company now work at another.

Social data can also be used to optimize not just who is working for 
a company but when they work and whom they work with. For exam-
ple, scheduling shift workers is a perennial challenge in retail (as well as 
in other sectors). Many variables influence the number of people visit-
ing a store at a given time or on a given day, from the weather (a cold 
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stretch or heavy downpour) to marketing (a hot sales promotion or big 
TV campaign). Greg Tanaka, founder of in-store analytics company Per-
colata,30 and his team have developed models to generate predictions of 
store traffic and determine how many staff are needed to attend to cus-
tomers. Optimizing staffing levels is key. “One in three customers leaves 
because they can’t find a salesperson to help them,” Greg explained.31 
Consistently overstaffing is not economically feasible, given how tight 
margins are in retail. Interpersonal dynamics cannot be ignored. A team 
can be more (or less) than the sum of the individuals working together 
on a shift, affecting productivity, morale, and the overall atmosphere in 
the store. 

While good managers have a sense for the heaviest sales days and hours, 
predictions based on personal observations are not as good as Percolata’s 
models based on data from cameras and microphones it installs in stores. 
Video and audio measure not only the number of customers but also 
their level of engagement with products, from sensing the overall noise 
level to identifying which aisles or products seem to attract the most 
footfall. The company also captures mobile phones’ fingerprints,32 the 
offline equivalent of internet browser cookies. These data help the store 
learn how frequently customers visit and which parts of the store they go 
to. Further, by assembling teams of people who Percolata has predicted 
to have high sales performance when they are working together, stores 
have been able to increase revenues by 10 percent without increasing 
staffing costs.33

One surprise for Percolata was the challenge of matching workers to 
each day’s shifts. Greg suggested that staff members share their personal 
calendars, streamlining the system for contacting workers when a shift 
was predicted to need extra staffing on short notice. He gave workers the 
ability to blur the details of the entries in their calendar, sharing only the 
blocks of time when they were free or busy. However, only a few partic-
ipated. Why? Was it that they didn’t want to share the data with their 
manager? As Greg talked to workers, he discovered it was something 
much simpler: it turned out that many of them did not use an online 
calendar, and if they did, they didn’t keep it up to date. They needed an 
incentive to create the data about their availability in the first place.

This is where the right to amend could be effective. A person’s will-
ingness to take a shift is not usually binary. A worker may be interested 
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in working the busiest hours, particularly when she may get a sales com-
mission. The worker could note the times when she is definitely free to 
work and get assigned to the shift automatically if more staff are needed. 
If she were possibly free to work over a stretch of hours, she might amend 
that stretch with a bonus or a higher rate she’d need to be paid to accept 
the shift. If the company wanted to stick to existing pay rates, she might 
instead amend her calendar by distributing a budget of points across the 
possible hours for the coming week to indicate her preference for work-
ing them over others. Managers could reward top performers by giving 
them extra points for a week. In either case, workers get more negotiating 
power and managers get more efficiency. Once again, increased agency 
improves the entire ecosystem.

The right to experiment with work data will also be helpful as people 
strive to advance in their careers. LinkedIn University Pages let students 
experiment with different educational scenarios to see each one’s prob-
ability of leading to particular career outcomes. Imagine extending that 
service to help you understand the trade-offs for your future earning po-
tential or promotion timeline of gaining different skills—as identified 
through an analysis of resumés or skill endorsements—or of working in 
various departments or companies. Being able to experiment with how 
the wording of your resumé affects its ranking in search results would 
also be a powerful service, leading to better matches on the job market.

Discovering talent takes time and money, which is why companies 
are increasingly relying on social data to do the work for them. When 
Gam Dias, the CEO and founder of data strategy company MoData, was 
looking for a data scientist, he realized that if a person posted consistently 
good answers about a topic on the Q&A website Quora, chances were 
that the individual really knew what he was talking about. “People sign 
up. People read. People post. People upvote. People comment,” Gam 
said. “Quora is a knowledge economy like no other that I can think of, 
communicating post quality, popularity, and influence, and uncovering 
an implicit network of knowledge and influence around a topic.”34 He 
found several contributors with a great reputation in the area of machine 
learning, and he particularly liked the contributions from one regular 
poster. Even though the person said he wasn’t interested in a new job 
when contacted, he agreed to fly out to Silicon Valley for an interview 
and ended up joining the company.
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A decade ago, most people would have found the idea of openly shar-
ing their hard-earned professional expertise online laughable. Your ex-
pertise is your paycheck, and giving it away for free reduced your earning 
potential in the job market. Now, by creating and sharing data that reveal 
your skills, you are able to build a reputation that extends far beyond 
your company and clients.

As people create and share these data that can be refined into a profes-
sional reputation, it will be possible for employers to devise compensa-
tion and bonus schemes that go beyond traditional performance metrics 
such as sales and profits. Your reputation as an expert among colleagues, 
the strength and speed of communication between your team and others, 
and even the efficiency of the meetings you run can now be quantified. 
For example, when an employee receives an internal call or chat request 
at one large Silicon Valley company, the communication track record of 
the person contacting her is displayed. If the person’s calls average close 
to half an hour, the recipient can decide whether it makes sense to take 
the call or let it go to voicemail. Workers can better manage their time 
while managers get critical information about employee dynamics. As 
with sociometric badge data, the data make the time an employee spends 
helping colleagues more visible.

Yet, this system pales in comparison to the “radical transparency” 
established by Ray Dalio, the founder of Bridgewater Associates, the 
world’s biggest hedge fund. Bridgewater collects and analyzes data about 
how the company makes its billion-dollar decisions. Nearly all meetings 
are recorded. Employees can register their reactions to colleagues, in-
cluding frustration, and rate others’ performance through an iPad app. 
Anyone can look up the ratings of their colleagues.35 The company’s soft-
ware looks for behavioral patterns, such as what emotion is present in 
people’s voices as they discuss a point, and identifies situations where 
very few doubts were raised about a decision. The goal is to encourage 
more skepticism and internal debate. Many of the videos and some of 
the analyses are shared with employees. Dalio believes that by making 
the implicit explicit, the company increases understanding, improves its 
decision-making processes, and gets better results.36 I believe the results 
would be even better if everybody at Bridgewater had full access to the 
data and could amend and experiment.
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As we saw with ride-sharing drivers, the right to port professional rep-
utation and job review data may be most important to the one-third of 
Americans who get at least some of their income as independent con-
tractors.37 Some freelance project bidding and collaboration sites, like 
Freelancer.com and Upwork (formerly Elance-oDesk), give workers a 
platform for creating skill profiles and portfolios that are matched with 
companies looking to staff projects. Clients evaluate workers’ communi-
cation, expertise, and quality of work, and potential clients can examine 
data on repeat hiring, on-budget and on-time performance, and com-
pletion rates. On Upwork, you can import your reputation from other 
platforms, including GitHub and Stack Overflow (for software develop-
ers) and Behance and Dribbble (for graphic designers). Like the mutually 
confirmed friendships on Facebook, the rating system is symmetrical, 
which verifies that employers and freelancers have in fact teamed up. 
When workers rate their clients, they indicate if the job description ac-
curately reflected the full scope of work and time required, and whether 
they were paid promptly. In the past, only the company could see all the 
bids for a project, and the workers had to set their price in a vacuum. 
On Freelancer.com and Upwork, applicants can see each other’s profiles, 
reviews, and bids. This transparency shifts the balance of power toward 
workers.

The Universal Declaration of Human Rights, which the United Na-
tions General Assembly adopted in 1948, established that people have 
the right to work, engage in the employment of their choosing, and not 
be trapped in unsafe or unfair conditions. Seventy years later, we need 
to push beyond this, and ask for the right to port the records, ratings, 
and reviews earned for your work anywhere you choose. Social data can 
give us fairer, more transparent ways to match work with workers, match 
compensation to performance, and optimize the workforce—as long as 
workers can exercise their data rights.

Learning on the Playground

Nearly a century ago, American philosopher John Dewey argued that 
“education is not an affair of ‘telling’ and being told, but an active and 
constructive process.”38 Yet as Ken Robinson pointed out in his influential 
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TED Talk “Schools Kill Creativity,” education is still mostly based on au-
thority and lectures, a system designed to produce workers for industrial 
factories, where breaking rules and taking risks was costly.39

Indeed, classroom arrangements haven’t changed much in two thou-
sand years. A teacher stands in front of a group of students, lectures to 
them, then tests them to see how much they have retained. Too often, 
the teacher learns very late, only after the final exams have been graded, 
which students have grasped what material. Students have few oppor-
tunities to learn from their peers or connect their lessons to what they 
are learning outside the classroom. Information is usually presented in a 
one-directional, one-size-fits-all way.

Over the past century, we have increasingly focused on testing stu-
dents’ mastery of facts. It hasn’t always been this way. When Socrates 
entered into his dialogues with his student Plato, he framed every lesson 
in the form of a series of questions. For Socrates, teaching his students 
how to ask good questions was more important than providing them 
with answers—a view that is even more applicable today when search 
engines provide answers to pretty much anything we can think of ask-
ing (whether the answers are correct or not is another question). Or, as 
Eric Mazur, a professor of physics at Harvard, put it: “You can forget 
facts, but you cannot forget understanding.”40 After Mazur realized his 
students learned more, and learned better, when they worked with each 
other on a study topic than they did when listening to him pontificating, 
he invented Learning Catalytics, a web-based educational system.

One of the first teachers to try the software was Jennifer Curtis, a 
physics teacher at a high school in Maine. At the start of class, she would 
tell her students to pull out their iPads. Rather than confiscating these 
devices as distractions, she got them to launch the app and had them 
spend the next hour learning from each other, guided by the software. 
First, Curtis’s students answered a few questions about reading or a video 
they had been assigned as homework the night before. That quiz helped 
Curtis match up her students based on their answers. From there, Curtis 
told the pairs of students to persuade each other that their answers were 
correct, and then enter their final answer through the app. Curtis could 
then see who needed more help with the concepts. As they got familiar 
with the process, the students learned how to solve problems through 
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dialectic questioning, deduction, and teamwork. Instead of learning to 
memorize answers, the method helped students grasp and explain con-
cepts and the underlying structure of a problem and come up with a 
range of possible solutions.41 Learning Catalytics raised the level of group 
discussion and the performance of Curtis’s students.42

Every interaction with an education app leaves traces—and these 
traces can be used to increase a student’s ability to learn. New educa-
tional programs are being set up where everything that can be recorded 
is recorded. Such data are central to the Minerva Schools at the Keck 
Graduate Institute (KGI), established by Ben Nelson, former CEO of 
the photo-sharing and -printing service Snapfish, and Stephen Kosslyn, 
a psychologist and former dean of Harvard’s social sciences division. At 
the time of Minerva’s launch in the fall of 2015, its students and fac-
ulty were based in seven cities and interacted mostly through computers. 
Their video feeds, chat messages, and quiz answers were analyzed in real 
time, helping the instructor moderate class discussion and successfully 
engage long-distance students.43 Afterward, experts in emotional expres-
sion coded the videos to help identify areas where students became ex-
cited, bored, frustrated, confused, or any number of other emotions. The 
students get access to these data, as well as recommendations about what 
to read and what activities to pursue outside class to support their stud-
ies. A fully instrumented program could register when a student is losing 
focus—and suggest it’s time to take a break.

Thoughtful experimentation with social data will reveal the full effects 
of context and conditions in learning. Some schools rotate class times 
each day of the week so that students who find it easier to concentrate in 
the morning (or the afternoon) get a chance to excel at every subject. A 
high school in New Jersey used an online platform called Schoology to 
experiment with a “work from home” school day.44 As a scientist, I would 
systematically vary inputs that can be changed—for example, teaching 
style, the temperature of classrooms, the food served at lunch, or the 
distance between the desks of two friends in the same class—and analyze 
the effect on each student’s learning and well-being. Both teachers and 
students will gain more insight into their progress than a grade on an 
occasional test provides them, and both students and parents must have 
access to the results, as well as the interpretations of them.
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For a complete understanding and accurate evaluation of students’ 
learning patterns, data will need to be kept throughout elementary 
school and high school, then during college and beyond, potentially 
including “lifelong learning” programs. Thus far, the debate over how 
much data to keep, and for how long, has been dominated by privacy 
concerns, with one of the most popular student behavior–tracking apps 
choosing to delete data at the end of the school year.45 What a terrible 
loss! Instead of having these education data histories deleted, students, 
parents, teachers, and education policymakers ought to be able to con-
tinue to learn from them. Students themselves will also benefit from 
the ability to combine data from several education apps. Being able to 
port data from individual apps into a general education refinery—built 
by the department of education, a private foundation, or a for-profit 
company—would provide greater insight into the ways in which stu-
dents learn. This would also ensure that parents, teachers, and school 
administrators can monitor the data safety, privacy efficiency, and return 
on data of the refinery.

I mention the possibility of porting data because I expect there will be 
a lot of interest in seeing how data from educational settings will predict 
a person’s qualifications for a job or other position, much like scores on 
aptitude tests are one of the data points employers use to filter resumés. 
Unlike test scores, the data collected about students might reveal their 
suitability for certain types of work. That’s because a child’s responses to 
challenging situations can predict later life outcomes, including how well 
a person handles rejection.46

One of my favorite examples of an unanticipated, long-term predic-
tion along these lines is psychologist Walter Mischel’s “marshmallow test” 
experiment, conducted with four- to six-year-olds at the Bing Nursery 
School at Stanford, starting in the 1960s.47 Mischel placed a treat of their 
choice—the kids often picked a marshmallow—on a table and told them 
that they could eat it right away, but if they waited fifteen minutes, they’d 
get a second marshmallow. He then left the children alone in the room. 
One-third held out; the others gave in. In general, the older children in 
the cohort were better at delaying their gratification. But things got more 
interesting when Mischel contacted his subjects after they had matured 
into teens and adults. The kids who had waited to get two marshmallows 
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were judged to be much more competent than their peers and performed 
better on aptitude tests.48 This correlation between the willpower exhib-
ited by a preschooler and later success in life was unexpected, and has 
held up in subsequent studies.

Education is a series of marshmallow experiments. Children who learn 
in instrumented classrooms will benefit from more personalized feed-
back, but they will also graduate with data indicative of willpower and 
other personality traits. It seems highly likely that there will be interest in 
using these data for other parts of life. Employers are keen to assess the 
personality of potential employees; many companies ask applicants to 
take psychological tests during the interview process. In the future, you 
could port your educational data to demonstrate your willpower, or some 
other quality, to a potential employer alongside your resumé in a job ap-
plication. But you may want to get a sense of what your data might have 
to say about you before you do so, by porting it to a data-based education 
or career counselor first.

Educational data should open doors, not close them, and the entire 
educational system will benefit from collecting and analyzing social data. 
Given finite resources, teachers are often forced to focus their attention 
on some of their students. Should they focus on the below-average stu-
dents on the left tail of the distribution curve, the above-average students 
on the right tail, or the average students in the middle? My father was 
proudest when he got the underperformers in his high school science 
classes engaged enough that they didn’t drop out. In my teaching at the 
college level, I get the most satisfaction from working with the best stu-
dents, when I manage to inspire them to come up with ideas they would 
not have otherwise. Some teachers focus on improving the performance 
of the average students—the majority in the typical classroom.

Choosing which group to focus on is not an easy decision, and none 
of the data of and by students—about their response to teaching styles, 
learning conditions, challenges, and more—tells us which of these out-
comes we should pursue as a society. There is no single correct answer. As 
a society, we must set the terms in our equation of learning, then measure 
the inputs and change the weights, experimenting again and again, look-
ing for ways to continually improve, student by student and classroom 
by classroom.
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Precisely What the Data Ordered

With medicine that is digitized and unplugged, we move from the flip 
phone to flipping the entire health care model.49

DR. ERIC TOPOL

When the first X-ray was taken in 1895, it was quite scary. Indeed, the 
woman whose hand was X-rayed—she was the wife of Wilhelm Röntgen, 
who won the first Nobel Prize in physics for discovering the technol-
ogy—reportedly responded to the sight of the image with the chilling 
words, “I have seen my death.”50 Suddenly, doctors were able to see in-
side the body; the invisible had become visible. They could diagnose 
diseases, suggest treatments, make incisions with their scalpels with far 
more precision. Within six months, X-ray machines were used to detect 
the location of bullets in the bodies of two Italian soldiers wounded in 
the country’s war with Ethiopia.

Over the past century, the practice of medicine has been transformed 
through the invention of a series of technologies that let us see the body 
in new ways. The X-ray led in the 1970s to computer axial tomography, 
or CAT scans, whereby computers construct a three-dimensional view 
of the body from multiple X-rays. Magnetic resonance imaging (MRI) 
measures water and fat content in the body, allowing us to see not only 
the bones but also soft tissues and blood flow. Then in 2004, the Inter-
national Human Genome Sequencing Consortium published the full se-
quence of the human genome, which made possible the field of precision 
medicine, whereby a person’s whole genome is analyzed to identify the 
best course of treatment.51 Today, there are tens of millions of X-ray ma-
chines, hundreds of thousands of CT and MRI scanners, and thousands 
of DNA sequencers around the globe.52

These tallies, however, pale in comparison to the medical technology 
carried around by people every day in the form of 1 billion smartphones 
and 100 million physical activity trackers manufactured by Fitbit, 
Garmin, Jawbone, Pebble, and others. These devices collect data that 
are becoming central to monitoring and managing a person’s health and 
well-being, by providing a continuous record of our vital signs, as well 
as our exercise habits, sleep patterns, and mood. Activity trackers can 
even reveal such private information as how often you have sex with 
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your partner (or someone else).53 We have never before been able to get 
such a rich, detailed picture of the state of our bodies and ourselves. I be-
lieve ignoring the potential of these data is a form of malpractice. How-
ever, using them will require rethinking patient rights and data flows in 
medicine.

You typically see your general physician only when you are sick, or for 
an annual checkup. During the appointment, the doctor takes a handful 
of measurements—heart rate, blood pressure, and weight—which often 
don’t capture your overall health. If there appears to be a serious problem, 
you may be sent to get more tests or to see a specialist. According to Dr. 
Eric Topol, the annual checkup is far from efficient: in a routine exam 
the doctor collects too little data to catch issues, yet the visits in aggregate 
take up a lot of time.54 The lack of timely information can be a contribut-
ing factor in many health issues. For the most part, your medical record 
also sticks to sporadic measurements, clear facts, and diagnostic codes 
that are mostly chosen for billing purposes. Too much of the collection 
and use of health data is centered on the needs of institutions—doctors’ 
offices, pharmacies, hospitals, and insurers. The focus of data collection 
and analysis must shift to the patient.

This will require more than a change in how billing systems are set up, 
since many patients are reluctant to share information about their health, 
even with their doctor. They may fear being judged for maintaining a 
diet or habit that is deemed to be bad for their health, or hope that by ig-
noring a problem, it will go away by itself. They may assume that doctors’ 
offices and health insurance companies will perform no better than other 
corporations in protecting the data in their care.55 Some people have also 
seen their health data used against them—their premium might have 
gone up as a result of a preexisting condition, or they might have been 
denied coverage in the past.56 If we could stop worrying about how our 
medical records might be used against us, these data could greatly im-
prove our health and well-being, both in the short and long term.

There is a separate but related problem. Only very recently has it be-
come standard to give patients access to their full medical records, in-
cluding test results,57 despite the fact that these health data are essential 
to making some of the biggest decisions in a person’s life. That’s because 
doctors’ notes have not been written with the patient’s point of view in 
mind. As one prominent physician put it to me, a doctor keeps notes 
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for three main reasons: (1) to submit an itemized bill for her services; 
(2) to greet a patient as though she remembers him; and (3) to maintain 
a record should something go wrong and she needed to defend herself 
against a lawsuit. There is very little on that list that would improve my 
health.

A program called OpenNotes, launched by Dr. Tom Delbanco of Har-
vard Medical School, has quickly made progress in making doctors’ notes 
more accessible, growing from a pilot study with 19,000 patients in 2010 
to 8 million enrollments in 2016. Patients in the pilot study received 
secure access to their official medical record, which lists test results, diag-
noses, and prescriptions, as well as doctors’ notes and recommendations 
for follow-up. Whenever a doctor added a note, the system notified the 
patient by email. Four out of five patients read the notes, and they said 
the transparency gave them a better understanding of their health and 
a better relationship with their doctor.58 Further, patients in the pilot 
asked for the ability to make amendments, potentially to document side 
effects of prescriptions or to point out misunderstandings or errors—
for instance, if during the consultation, the doctor noted that a person 
reported having five drinks of alcohol per night on average when she 
actually said five drinks per week. As the program has expanded, more 
patients have started to request corrections about volunteered informa-
tion and to ask for translations of medical jargon.59

OpenNotes has also tackled the taboo of giving patients access to notes 
of the sessions with their therapists and other mental health profession-
als. Often, therapists have maintained that seeing notes on mental health 
would be detrimental to their patients’ progress and well-being. This pro-
tective, paternalistic approach to mental health is not much different 
from the standard practice in the mid-twentieth century and earlier of 
withholding medical information from women—they were too fragile!—
and instead consulting their husbands or fathers about what healthcare 
decisions should be made. Delbanco explained that he believes “patients 
have as equal a right to see what the doctor writes when their minds hurt 
as when their knees hurt.”60 Plus, giving patients more transparency and 
agency around healthcare decisions reduces feelings of isolation and anx-
iety, increases their trust in the therapist, engages them in changing be-
havior, and thus promises to improve long-term outcomes. Patients can 
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also review session notes and remind themselves of coping mechanisms 
and other tools discussed with their therapist.

Amending medical records will improve patient care in other ways. 
Your doctor might advise you to have all your prescriptions filled at a 
single pharmacy, so that computers can do one of the things they’re good 
at: remembering which prescriptions were picked up when and flagging 
possible adverse combinations and reactions for drugs prescribed by your 
various doctors. But such a vital service should not depend on your being 
able to fill all your prescriptions at a single place. Aggregating all doctors’ 
notes and prescriptions into a single patient record is safer. You could also 
amend your health record by automatically uploading the data from your 
physical activity tracker, or by using an app like Im2Calories, developed 
by research scientist Kevin Murphy’s group at Google, that turns your 
food photos into a food diary and calorie count.61 Then, you could ask to 
get an alert if that glass of red wine you are about to enjoy with dinner is 
a bad idea given the medicine you are taking.

Healthcare providers are also trying to persuade patients to share new 
streams of data to improve long-term health outcomes. As part of a pro-
motional program called Vitality, the South African insurance company 
Discovery Health has teamed up with supermarkets, sporting good re-
tailers, and health supply stores62 to offer shoppers financial incentives, 
including cash back on grocery bills and discounts on premiums, when 
their loyalty-card or credit-card purchases indicate that their shopping 
basket included healthy foods.63 The success of the program suggests that 
patients might be willing to share other data on the condition of getting 
lower insurance premiums. You might agree to walk a specified distance a 
number of times each week, as verified by geolocation data from your mo-
bile phone. Those data would need to be authenticated with a fingerprint, 
live video, or other unique identifier—similar to payment authentication 
systems—to prove to your insurer that it was in fact you who was carrying 
your phone, and had not handed it off to some paid phone-walker.

In 2012, I conducted a workshop at Stanford with the Social Data Lab 
and UnitedHealthcare to consider other ways in which sensor data might 
improve patient health outcomes. In one scenario, we considered how 
to ensure that someone who has chosen to stay in her home rather than 
move into an assisted-living community can have her care monitored 
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without too many unnecessary visits by expensive nursing staff. Sensors 
on or under the carpet in the person’s bedroom could observe that she 
has fallen while getting up; a sensor in a mobile phone could pick up the 
sound of a fall if she’s in another room. Webcams could capture video 
for analysis by emotion recognition software, dispatching neighbors or 
health professionals to the home if the person’s mood indicated a need. 
None of these technologies require the person to speak or push a button, 
which is how most medical alert systems currently work.

Personally, I would love to be able to keep an eye on my mother and 
her health. My mom is in her nineties and lives in an assisted-living 
home in Freiburg, Germany, so I do not get to check in on her as of-
ten as I would like. I mentioned the idea of having a webcam installed 
in her apartment, and she was very excited about it, without entirely 
understanding how the video would need to be analyzed to catch prob-
lems since I wasn’t going to be able to watch the live feed 24/7. When I 
went to make arrangements, however, I was told that installing a camera 
would violate the privacy rights of the nurses, aides, and other workers at 
the home. I wondered, Were they doing things they didn’t want me to know 
about? Were they not doing things they were billing us for? It would be much 
better if the owner offered video access as a service to family members, 
using blurring tools to obscure the identities of the workers entering my 
mom’s room. This would address everyone’s concerns—including, most 
of all, my desire to ensure my mom is in good care.

The right to port could also be used to improve other dimensions of 
health care. You could port data about your prescribed medications into 
a refinery to quickly see which health insurance plan and participating 
pharmacies offers the lowest total price to you. Or you could port data 
into a service like IFTTT (“If This, Then That”), which allows you to set 
up conditional rules under which data trigger an action. If the UV index 
rating for the day is high you can get a reminder to put on sunblock. You 
can also link electronic devices in your home to a personal goal—for in-
stance, only after your activity tracker shows you’ve taken at least 10,000 
steps that day can your TV be turned on.

The future of health care is in tailoring diets, medicines, and other 
treatments to each person, based on your unique DNA. Variations in 
your DNA indicate both how diseases develop in your body and how 
your body responds to viruses, bacteria, and chemicals. Your prescription 
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will be formulated based on your DNA, because it affects how different 
components of medicines work on you. But a genetic test reveals more: 
since there is significant overlap between your DNA and your relatives’ 
DNA, learning about your genetic makeup entails learning about the 
makeup of your parents, siblings, and children—and if you share your 
data, this might lead to inadvertent disclosures about your relatives.  
Samantha Clark, who was the second person to upload genetic data to 
open-source DNA research depository openSNP, had to grapple with this 
issue, discussing with her family her decision to share her data with the 
site, since her DNA would also reveal information about them.64 In this 
area, high ratings for data safety and privacy efficiency are critical. You 
should never be penalized for things you are not responsible for or cannot 
change, like DNA, no matter what laws are in place, and that goes for 
your relatives, too. A complete access log of your genetic data will help you 
identify situations in which these data might have been used against you.

Personal data are underutilized in health care. Yet, as Nicholas Chris-
takis and James Fowler note in their book Connected, our social graph 
and our social life also strongly influence our health.65 They are not just 
referring to significant public issues like tracking the spread of the flu 
virus by means of Google Flu Trends,66 or to the fact that having lots of 
friends decreases the chances that a person will become suicidal—except 
in the case where someone he knew had committed suicide. Christakis 
and Fowler discovered that some health conditions, such as obesity, 
which traditionally were considered to be caused by personal behavior 
or genetics, spread socially. If the people you are close to—emotionally 
as well as physically—are eating big servings, you tend to eat bigger serv-
ings, too. And if they do not judge you negatively for weight gain because 
they’ve gained weight themselves, you are more likely not to worry about 
a few extra pounds.67

As Christakis and Fowler’s research amply demonstrates, it’s not 
enough to have a sensor measure your weight or blood pressure; you also 
need to pay attention to your social graph. It would be eye-opening to 
experiment with your social network to detect risk factors and see the 
potential impact on your long-term health, perhaps even exploring how 
spending time with certain circles of friends might affect you based in 
part on changes in mean body mass detected through photo recognition 
and analyses.
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The US government has recognized the importance of precision med-
icine—which considers the combined effect of genetics, lifestyle, and en-
vironment on people’s health—by funding an ambitious study, involving 
1 million volunteers willing to share extensive data about themselves, 
that is investigating factors that lead to heart disease, diabetes, obesity, 
depression, and other conditions, as well as choices that can help keep 
a person healthy.68 As more data refineries enter the sector, the nature 
of health care will inevitably evolve. We will move from measurement 

Seeing inside the body, 1895: The first X-ray, of Mrs. Röntgen’s 
hand. Courtesy of the National Library of Medicine, US National 
Institutes of Health.
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of behavior to modification of behavior, from reactive care to proactive 
care, and from descriptive medicine to predictive medicine. Patients will 
be better able to see how their actions today shape their health tomor-
row. This is especially important for decisions regarding diet, exercise, 
and sleep, where feedback loops can extend over many years, and where 
various factors interact with each other. Doctors should walk patients 
through the process of exploring different scenarios, encouraging people 
to actively access, amend, experiment with, and port their health data to 
different refineries and become true co-managers and co-owners of their 
health records. As a result, patients will own something more important 
than their health data: they will own their health.

As we grow accustomed to being empowered agents for our health, 
many of us will view well-being as our own responsibility more so than 
the duty of the physician. Will we decide to reduce coverage for health 
issues that could have been prevented through a change in behavior? 
Instead of being denied insurance for preexisting conditions, people may 
have to consider the possibility of being denied—or charged more—for 
“chosen conditions.” Occasionally, what the data orders will be tough 
medicine.

Seeing inside the body, 2015: Clusters of obese friends on Facebook. Courtesy of James 
Fowler and Nicholas Christakis, connectedthebook.com.
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A Fair Deal?

Let’s assume that the rights to data transparency and agency are granted. 
We are able to access all the data about ourselves, including data co-
created and jointly owned with others. We can inspect and compare 
refineries in terms of data safety, privacy efficiency, and return-on-data 
investment. We can amend and blur our data, learning exactly what we 
get and what we risk by sharing more data. We can experiment with the 
refineries and port our data, to gain a better understanding of what they 
can do for us and choose the settings best for us.

Experimentation is relatively easy; we can vary the inputs and algo-
rithms and see how this affects the outputs. Optimization is relatively 
easy as well, if we know what we want to optimize. But that doesn’t mean 
there are no hard questions left to be addressed.

One of those hard questions is how we define fairness. When we had 
very little data to help us allocate scarce resources, we did the best we 
could: either we let people compete for those resources in a marketplace 
or, if the market wasn’t an appropriate mechanism, we made up rules, 
such as “first come, first served,” or relied on drawing random numbers, 
to avoid responsibility for each individual decision. But randomness is 
not our only option. When patients require an organ transplant, we do 
not flip a coin to decide who gets the next available liver, or send them to 
an auction where they can buy one. We turn to doctors to make the diffi-
cult decisions about who might get to live and who might die: they must 
assign an order of priority based on data about the patients’ health. And 
unfortunately, some people will not get surgery soon enough. In 2002, 
Nobel Prize winner Alvin Roth created pioneering algorithms for opti-
mally matching organ donors with patients.69 Will we someday use social 
data to estimate the value of each patient’s life, predicting with precision 
how much an additional year of life is worth to her family and society, 
and use it as an input for our algorithms? Will we venture beyond quan-
tity of life to quality of life, which is both more complicated to define 
and more controversial? Even if everyone agreed on which variables to 
consider in a decision about priorities, we would still need to determine 
the weights on each of the terms in the equation of life.

This applies not only to deep philosophical questions like who gets 
life-saving surgery but also to more pedestrian problems such as how 
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public parking spots get filled. Sensors can provide highly granular data 
about available parking spots. Bosch’s Automatic Park Assist system uses 
cameras to gauge the position and size of a parking spot and guide the car 
into it. The cameras regularly capture images as the car travels, and these 
images can be joined with GPS data to identify the location of empty 
spots in real time. Many car makers now offer Bosch’s auto-parking sys-
tem, allowing for broad coverage, similar to how Vigilant’s network of 
dashcams can collect license plate numbers across the whole country.

Drivers who share where they are going with a navigation app con-
nected to the Bosch database can be alerted that the open parking spot 
they are about to pass is likely the closest one to their destination. In ad-
dition, the app might even suggest a route to the nearest available park-
ing space rather than to the destination. The system is good for drivers 
and cities as a whole, as it reduces the level of traffic and emissions.

This approach is better than the existing just-drive-around-until-you-
get-lucky system, but it is still mostly random. To reduce the level of 
chance, some developers have looked at ways to encourage people to 
share information about parking spaces that could become free, under the 
right conditions. One such app, MonkeyParking, let users set the price at 
which they would be willing to vacate a spot. The app increased transpar-
ency and agency, but it wasn’t deemed to be fair. The city of San Francisco 
refused to let the app operate within the city limits, saying it was dan-
gerous—drivers would text while driving—and against the law. Sunny 
Santa Monica was no more welcoming; the administrator in charge of 
the city parking said, “They do not have ownership of the space. That’s 
unlawful. That’s immoral. It’s no different from a street bum that stands 
on a space, waves someone in, and asks for a tip.”70 So the parking app 
shifted direction, matching drivers to unused spaces in private driveways 
and garages that are available for rental at prices competitive with other 
parking spots.71

Many of the criticisms of MonkeyParking were focused on how the 
public resource of parking would quickly get priced out of the reach 
of many individuals. But think about how the market might work in 
practice: Imagine a person named Dot, who, while working behind the 
counter at Shutters on the Beach located on Santa Monica’s Pico Bou-
levard, hears her smartphone buzzing. Oh! Someone is willing to pay me 
forty bucks if I move my car right now. Out on the street, a Malibu is 
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circling the block, its driver desperate to find a spot close to the Santa 
Monica Courthouse in time for a court date. Dot accepts the bid, takes a 
break, and moves her car. If she cannot find another spot, she may receive 
a warning from her manager, or get docked on her pay. If she can find 
another spot before her break ends, she’s made forty dollars for taking the 
time to look for parking on behalf of somebody else. It’s not clear if the 
app will hurt or help those with more time than money, even when their 
time is not abundant.

A market for public parking spots could, however, be dominated and 
manipulated by a handful of players. A shrewd entrepreneur could buy 
a fleet of cheap cars and pay drivers to fill up many of the most coveted 
spots early each morning. This would make it harder for someone like 
Dot to find a spot for herself before her shift, let alone make money by 
setting a price on her time and flexibility. And it would become harder 
for people to grab a spot at the regular public price, whether it was free 
or metered. To make up for the decreased supply of spots, the city could 
assess a tax on buyers in marketplaces like MonkeyParking, using the 
funds raised to support more public transportation. Then the data would 
be for all the people, not just for some.

In these and a myriad of other ways, the social data revolution is mak-
ing things measurable that have not been—or could not be—measured 
before. In the past, we could reasonably claim that we did not have the 
data or the tools to characterize and analyze the options available to us 
as a society. This is no longer the case. We can personalize and see the 
impact of our choices. But as I said, that doesn’t mean everything is easy.

Transparency and agency will help us make progress toward specific 
goals, but they do not define the goals for us. In addition, there is no 
single combination of “right” settings for optimizing the use of data for 
everyone; even if we measure everything perfectly, not everyone will have 
the same terms with the same weights. In the future, we may well be able 
to predict with high accuracy the health and happiness of individuals by 
analyzing a range of data, from their search terms to their social graph, 
from their DNA to their facial expressions, and rank choices based on the 
analyses. If you knew you would be at higher risk of heart disease because 
of what you studied in college, and the career paths that typically follow, 
what would you do differently? Would you change your job, your health 
insurance, or the city you call home? As you access, inspect, amend, blur, 
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experiment with, and port personal data, you will better understand your 
goals, and how you value and weigh the various terms in your personal 
fitness function. By experiencing how you feel when you consider various 
scenarios, you will be able to home in on what your values are and, when 
necessary, adjust your equation.

We now have the capacity to quantify the trade-offs of hard deci-
sions, make our values explicit, and measure the outcomes, forcing us 
to choose what is fair and what is not. Ignorance is no longer an option, 
and we no longer have to resort to randomness. And as we gain the 
ability to refine everything under the sun, exercising our transparency 
and agency rights as we do so, data of the people and by the people will 
become data for the people.
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EPILOGUE

Into the Sunlight

How could they see anything but the shadows if they were never 
allowed to move their heads?1

PLATO

DURING THE Peloponnesian wars Socrates sat down with Glaucon, his 
student and Plato’s older brother, to show him how knowledge comes 
from casting light on reality and making the truth visible. Socrates did 
this through the “Allegory of the Cave,” in which a group of people have 
been forced to live their whole lives in a cave, facing into the darkness. 
Their necks are chained, so they cannot turn their heads. Behind them, a 
wall has been built, and behind the wall, a fire has been stoked, and repre-
sentations of people and things are carried back and forth above the wall. 
The light of the fire is strong enough that the people, imprisoned since 
childhood, can see the shadows of the puppets thrown up against the 
wall—moving to and fro, interacting, exchanging objects. Occasionally, 
the shimmering figures lurch from one position to another, but there is 
some continuity, some orderliness. The people in the cave watch the fig-
ures day after day, associating voices and sounds from outside with them. 
Their entire understanding of the world is based on what they can see.

Then, Socrates posits, one of the people in the cave is given the op-
portunity to turn his head. Having sat peering into the darkness for so 
long, his eyes have adjusted to being able to see the faintest shimmer of a 
shadow. When he looks toward the fire, the light is blinding. He struggles 
to see anything. Confused and frustrated, he turns back to the darkness 
of the cave, where he can see once again. Relieved, he might even report 
to the others that there is nothing to see beyond the figures on the wall.

Later, the man is granted his freedom. The light of the fire blinds 
him again, but this time he gives his eyes time to adjust. He’s free, after 
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all! After a while, he can make out the puppets being moved to and fro, 
and see how their shadows are thrown onto the cave’s walls. He gradu-
ally comes to understand the relationship between the puppets and their 
shadows.

Eventually, the man leaves the cave, and the light of the sun overpow-
ers him. He has now learned that he needs to give himself time to adjust 
to the light, and he is patient. He watches the shadows, but he recognizes 
that they are shadows, not reality.

Should the man return to the cave and try to persuade the others to 
come out into the sun, he might meet resistance. Back in darkness, he 
would once again be temporarily blinded; he wouldn’t be able to distin-
guish the puppets’ shadows from the background. Since he is no longer 
able to see anything, the remaining cave dwellers might believe he has 
been harmed by the light. And who can blame them? No one likes to 
have their universe ripped out from under them.

Plato shared the story of Socrates’ dialogue more than two thousand 
years ago. Today, we are in a strikingly similar situation. Data refineries 
like Facebook and Google project shadows on their walls and pages for us 
to interpret. As with the shadows in the allegorical cave, the digital traces 
of our lives are the result of real things: Google doesn’t make up webpages 
to answer search queries, and Facebook doesn’t make up friends’ posts to 
populate your News Feed. At the same time, we depend on the refineries 
to shed light on and help us make sense of the vast amount of data being 
created—so many interactions and movements that Plato could not have 
imagined them, so many that we could not possibly observe them all on 
our own without being overwhelmed.

Yet, too much happens in the dark. We are at risk of accepting what-
ever the algorithms project on the wall as our entire reality. It will take 
time for us to adjust to these new data sources, and learn how to take ad-
vantage of tools to help us see and use—even bask—in them. The trans-
parency rights will let us see the shape of the light and make sense of how 
the shadows are created without being blinded; the agency rights will let 
us vary and move the light source, allowing us to direct it as we need.

Sitting in the dark is no longer an option. Our heads, unlike those of 
the cave’s prisoners, are not chained. We must be free to see and we must 
be free to act, even if it requires work.

And even if at first we find the glare of the light overwhelming.
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pp. 273–274.
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22. I am grateful to Jan O. Pedersen, now a distinguished engineer at Microsoft, for shar-
ing with me how Yahoo! (where he was previously chief scientist for search) addressed the 
exploration-exploitation problem, using this example of the search query “jaguar.”

23. Gardner tackled what was then called the secretary problem in the February/March 
1960 issue of Scientific American. See Gardner, Martin, Martin Gardner’s New Mathematical 
Diversions (New York: Simon & Schuster, 1966), p. 35. 

24. Founded in 1998 by myself, Christian Pirkner, Elion Chin, and Tom Sulzer, Mood-
Logic was one of the first online music recommendation systems. At its height, the site had 
ratings from about 50,000 users on more than 1 million songs. The company’s software and 
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Chapter 2: Character and Characteristics
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8. Mill, John Stuart, “Thoughts on Parliamentary Reform,” in Dissertations and Discus-
sions: Political, Philosophical, and Historical, vol. 4 (New York: Henry Holt, 1873), pp. 36–37.

9. Buchstein, “Public Voting and Political Modernization,” p. 31. 
10. To my amazement, when Thomas Edison applied for a patent in 1869 for a mechan-

ical voting machine that used toggle levers, he found there was no market for it. Politicians 
wanted to hear from their public—and, in what we might imagine were quite a few cases, 
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